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Preface

To improve athletes’ performance, a massive amount of effort by themselves and coaches is obviously essential. However, one cannot ignore the impact of that science has nowadays on their performance improvement. In swimming, for example, swimsuits developed based on state-of-the-art knowledge in fluid dynamics between 2007 and 2009 (which were all banned due to changes in FINA rules and regulations in 2009) allowed many swimmers to break world records, some of which are still unbroken in 2018.

Methods used to assess athletes’ physical and technical performances are developing every single day, and new training theories are provided with remarkable speed. Ideally, it would be of great help for athletes if coaches knew all updated methods and knowledge to provide the most effective training processes. However, this is quite difficult in reality and there are always gaps between theories and practices in sports. Athletes/coaches and scientists have been trying to fill the gaps by working together, but just conducting collaborative work would not solve the issue because the goals of scientists and athletes/coaches are, in many cases, quite different. For scientists, the goal is to answer ‘why’ good athletes can achieve great performances with objective evidence. On the other hand, athletes and coaches want to know ‘how’ they can enhance the performance and, ultimately, objectiveness and evidence are not essential for them.

Then, how can we fill the gaps? One possible answer is to have ‘interpreters’ or ‘translators’ between scientists and athletes/coaches, such as performance analysts or scientists who also have long coaching experience. It is also important for scientists not to only focus on studies with statistical data, but also to publish many scientific case reports for readers to obtain ideas they can directly apply to the training.

This book is full of exciting research topics provided by leading ‘interpreters’ in sports and we hope it will be a bridge between theories and practices. It includes studies on individual, closed and cyclic sports, but also on team sports and individual sports highly dependent on the opponent behaviour (as tennis and combat sports). This is very relevant...
as, nevertheless (e.g.) running and cycling have a relevant and pioneer historical background in research, other sports are also growing in quantity and quality in terms of studies. We also aimed to achieve a balance between hard and soft sciences approach in this book, providing both experimental and conceptual studies.

We want to acknowledge the authors that made contribute with their intellectual property to this book and the reviewers for giving their expert comments. We hope that it be useful for the Sports Science related community, helping consolidating existent knowledge but also encouraging innovation and creativity, pleasing the readers with its contents.

Pedro Morouço, Hideki Takagi, Ricardo J. Fernandes
Lost in translation – getting your sport science research message across

David B. Pyne\textsuperscript{1,2} and Naroa Etxebarría\textsuperscript{1}

Introduction

The sport science research process

A common view in sport science is that the research process reaches its end at acceptance of an article for publication. In parallel with this view, authors sometimes overlook the notion that the most important outcomes are dissemination and implementation of research results. The priority should be answering relevant questions that affect real people in a given clinical, sporting or community context [1]. Therefore, careful crafting of research questions and scientific rigour to conduct projects are merely a means of obtaining trustworthy and evidence-based outcomes to advance sports performance. However, the conceptually simple translation between quality research and the subsequent implementing of the practical applications is often disrupted along the way. This breakdown in the process is often a consequence of ineffective communication between sport scientists and the end beneficiaries of the research - the coaches and athletes. Assuming sport scientists conduct research that addresses relevant questions, maximising the gains of new knowledge for coaches and athletes centres on effective communication and a translation strategy. The challenge for sport scientists is to translate their research outcomes into practical strategies that benefit sport performance or exercise outcomes.

Sport science is the discipline that identifies, validates, develops and refines various protocols and strategies to improve sports performance. Contemporary sport science includes various disciplines such as sports nutrition, physiology, strength and conditioning, biomechanics, sports medicine, performance analysis and skill acquisition. Specialists focusing on each of these disciplines work with individual athletes and their coach, in a team sport setting, or in a general coordinator role for agencies and sporting organisations. With the involvement of so many different third parties, sport science can turn into a complex system of mul-

\textsuperscript{1} Research Institute for Sport and Exercise, University of Canberra, Australia.
\textsuperscript{2} Australian Institute of Sport, Canberra, Australia.
tiple simultaneous interventions that might interfere with one another rather than work synergistically towards the same goal [2]. Therefore, professionals usually work together to maximise training adaptations and help minimise the negative effects of training, such as an increased risk of fatigue, illness and/or injury. This team effort does not come without challenges, but integration of all these different disciplines is needed to enhance an athlete’s or team’s performance in minor or major competitions.

Sport science continues to evolve from evidence-based scientific research in related areas. It is arguable that science is generating knowledge at a faster pace than the coaching and sport science community can implement and benefit from. This is particularly true in the current digital age where gathering, creating and accessing vast information is an everyday practice, but best use of all the information challenges most individuals and organisations. As science and technology advance at a rapid pace, modern sport science is about translating knowledge from fields that might seem foreign to sport, but could be as useful as creating new knowledge. Contemporary research outcomes that might aid sports performance could derive from non-intuitive research related to new light materials used in racing cars (transferred to cycling technology), the military/NASA (for example, GPS tracking technology), and keeping athletes healthy (for example, haematological, microbiological and immunological monitoring). Wearable technology is among the latest advances in training monitoring, however, they also pose the challenge of adequately interpreting the data recorded as well as ensuring validity and reliability [3].

The benefit of translating this knowledge and research to sport could provide a competitive advantage if implemented correctly. Finding more effective ways of translating both sport and non-sport research outcomes is worth exploring for the sport scientist [4]. This process can be aided by coaching clinics and association/club meetings where more experienced coaches can share their experiences in implementing new ways and ideas derived from research. New coaches are more likely to take notice of what their mentor coaches advise as they have more affinity with them than sport scientists, especially if the new coach has had limited exposure to research. This approach would work well with experienced coaches who have the skill to interact with other professionals for their own development and his or her athletes. Clubs/national or-
organisations can benefit from inviting external coaches as a professional development exercise for less experienced coaching staff.

The literature on best practice for how to apply sport science research is scarce. Aside from a few examples looking into coach perceptions on the importance and the application of sports science [5] and how to best apply sport science to triathlon [6], the research body on the sports scientist’s role is slim. A more authoritative and comprehensive overview of strategies for translating research in sport is needed. Other research areas, especially within the clinical and medical fields, have developed strategies to implement research outcomes for the benefit of patients [1, 7]. Some journals now feature a section where scientists summarise the practical applications of research manuscripts submitted for publication. This approach should encourage a growing body of easily applicable research in sport.

The modern trend of increasing numbers of support staff in sport has added a degree of complexity to the coach-athlete interaction. Coaches in contemporary sport often have to manage a large group of professionals all advising on different areas and sometimes with competing interests. As these support staff help maximise recovery as well as adaptations from training, while avoiding injury/illness, prioritising each area at any given time becomes crucial, hence communication and planning by the group is essential to realise the benefits of research. Sports have obtained a significant benefit from applying many of the latest evidence-based outcomes that sport science and related disciplines offer. However, unless there is harmonious interaction between these disciplines and research outcomes, this ‘support’ can prove distracting to the athlete’s performance. Implementing research outcomes in a simple, carefully planned and effective manner is a challenge but also an opportunity.

Research outcomes worth implementing by definition are based on a very high likelihood of being clinically or practically significant. This generalisation somewhat contradicts the reality of a coach and an athlete, whose careers depend on the quality of performance on the day of a specific sporting event. Researchers need to generalise the observations obtained from a sample of the population (study participants) to the rest of the population of athletes with similar characteristics. For example, outcomes from a sample cohort that are male, over 18 years old and moderately active and healthy will be most relevant to the population of a simi-
lar description. Given that coaches and athletes are judged constantly on their performance, and their funding and scholarships schemes demand consistency within and between seasons, the sport scientist can struggle to implement a new idea that athletes and coaches are unsure how it might affect them directly. Of course, unless an athlete and/or coach tries something new, they will not know how they might benefit, despite an informed opinion based on the evidence from rigorous research. It is important to keep in mind that high performing athletes are a rarity in the general population given their genetic talent, extensive training and expert coaching. Most research is based on highly trained athletes, but few sports scientists manage to persuade elite athletes to participate in research. Consequently, the application and success of a new research idea needs to be ‘tested’ in training or minor competition by athletes to see its likely effect on major competition.

Sports medicine includes physicians and physiotherapists among other practitioners who have the responsibility of looking after the clinical side of athlete well-being. Although the majority of sports medicine research is based on improving and optimising clinical treatment of illness and/or injury, a significant effort is made in preventative strategies and for the athletes’ health and safety [8]. Similar to sport science, sports medicine seeks to apply the latest medical research knowledge to a sporting context, after understanding the reality of sport and the intricacies of physiological adaptations in well-trained individuals. So many of the issues of translating scientific research also apply to sports medicine research.

Facilitating the transfer of knowledge from scientist to coach/athlete is the responsibility of researchers and sport science practitioners who have the capacity to understand, conduct and critically analyse rigorous research data and apply it to a sporting context. However, both sport science and sports medicine face similar challenges in first identifying the underlying needs, integrating the practical applications of the latest research into the busy training and competition schedules of athletes, and disseminating research outputs to the wider sporting community. Moreover, the sport scientist has to develop the skill set to interact with peers from his or her own and other areas of research to continue their growth and development as a scientist. A growing opportunity to achieve this latter professional development is in academia-industry collaborations, where collaborative funding and expertise can benefit sport [9].
Adding to the already long list of skills required for the sport scientist is the obtaining of funds to develop research. Often sports scientists fulfill a role of a translator between researchers and coaches, athletes and sporting organisation, however, sport scientists can also develop new research of their own add high value to the team. Instead of having to revert to a third party, sport scientist and coach/athlete teams can identify and develop their own customised research projects that best suit their needs at any given time. Gaining funding grants to realise such research projects often falls on the scientist as sports run on an already tight budget. Academic allies that are eager to work with industry often seek matched funding opportunities where universities and sports contribute to the cost of running the research. Seeking collaborations with universities, government and private entities is another opportunity the sport scientist should develop. With limited funding opportunities directed to sport-related research, collaborations seem a smart approach, but researchers should disclose any conflict of interest when obtaining funding from commercial companies.

*Application of research outcomes*

As the demands of modern sport continue to evolve, scientists need to be adaptive and intuitive. The priority for the sport scientist should be answering relevant questions that affect real people in a given sporting, clinical or community context. Research outcomes from sport science studies are crucial for developing guidelines for high performance sport, exercise and physical activity. However, these applications can only be realised if the research process is shared, and results contextualised and translated for specific cohorts and other populations. For example, recovery strategies might differ between a contact sport and non-contact sports as would the nutritional interventions between a female gymnast and a male rower. Chronological and biological age of the athlete, training regime, competition demands, environmental challenges to overcome, and individuality among other factors will influence the acute responses and long-term adaptations to training. It is, therefore, the sport scientist that will fine tune concepts and research theory to find the best fit between evidence-based concepts and the individual athlete(s).

The main beneficiaries of sport science research are the coaches and athletes whom benefit from acquiring the evidence-based knowledge that has been translated and customised to their needs. Athletes and coaches do not have time, or often the specific understanding in complex
areas or disciplines, to understand complex or highly technical research outcomes or their importance. In these situations, athletes and coaches will depend on a ‘translator’ to do so. Furthermore, implementation of strategies has to be practical, cost effective and time efficient, or otherwise the knowledge remains a theory and benefits go unrealised. To increase the ‘utility’ of research outcomes, dissemination, translation and practical applications that are viable need to be planned, developed, and evaluated. In the absence of any clear candidate who can take on this role in many cases, it is typically the responsibility of the researcher to manage this process in partnership with the other stakeholders: the sporting organisation, coach, athlete, support staff, related disciplines, and other members of the research team.

**Development**

*Dissemination of research outcomes*

Timely discussion and dissemination of research outcomes require effective strategies and appropriate technical and meaningful language for different audiences via traditional scientific publication, conference proceedings and social media strategies. Disseminating and communicating research knowledge should span scientific, medical and allied health disciplines, local, national and international contexts, and translation into non-scientific communities. However, the application of this knowledge has been variable and often inappropriately applied worldwide. The transferability of results obtained from highly trained athletes might not apply directly to the wider population, and vice versa. Therefore, researchers need to identify, develop and implement new ways of putting highly scientific information and outcomes into context using real world narratives, examples and case study approaches. This communication could be maximised by the use of online resources (social media, blogs/pages, emails and visual material such as posters and infographics) and jargon-free presentations or workshops to key industry and stakeholders. Of course, the language used in any of these formats should be appropriate to the type of communication used, and always in plain language. The research outcomes should reach the cohorts or population that would most benefit from it, and this responsibility lies partly with the scientist.
**Case study – Translation of warm-up research in high performance swimming**

It is generally acknowledged in the swimming community that warming up prior to competition is a worthwhile practice. However, warm-ups have been poorly described in the scientific and coaching literature, and the extent to which different elements and formats are effective in enhancing performance is unclear. Furthermore, whether coaches actually implement evidence-based recommendations emanating from relevant research studies is unknown. We conducted a series of projects with the aim of enhancing warm ups and ultimately competitive performance in high level swimmers (see Figure 1). The challenge now is to how to translate each of the separate research study outcomes into a coherent message for the swimming community. Here we present a case study illustrating the challenges and opportunities for translation of sport science research using a research program examining the effects of warm-up to enhance swimming performance.

After identifying that maximising the warm-up for swimmers is vital, the first step in the research program was to undertake a comprehensive review of the physiology and practice of warm-up [10]. Although the requirement of detailed knowledge of the underlying literature is not paramount for the actual swimmer or sometimes even the coach, it is fundamental for the scientist. This review process was particularly important given the inconclusive nature of warm up (and swimming-specific warm-up studies) in the sport science literature and the timespan from previous reviews on the subject. The combination of a physiological (for scientists) and performance (for coaches) focus in the literature was deemed important during this review. While both swimmers and coaches are focussed on performance outcomes, sport scientists should understand the mechanisms behind the various strategies, practices and approaches (such as the pre-event warm-up) they promote.

The second step of the program involved a survey of coaches (both domestic and international) to characterise contemporary approaches and attitudes to warm-up practices in high performance swimming [11]. Engagement of end-users of the research (in this case the coaches) at the start of the program was deemed an important element in translation and implementation of the outcomes. Coaches identified four key objectives of the pre-competition warm-up: physiological (elevate body temperature and increase muscle activation), kinaesthetic (tactile
preparation, increase “feel” of the water), tactical (race-pace rehearsal), and mental (improve focus, reduce anxiety). The pool warm up volume ranged from ~1300 to 2100 m, combining low-intensity swimming, drill work, with 3-4 race or near race-pace efforts (25-100 m; ~90-100% effort) finishing with 100-400 m easy swimming. Dryland-based warm-up exercises, involving stretch cords and skipping, were also commonly prescribed to prepare athletes for events between 50-200 m. Coaches preferred swimmers complete their warm-up 20-30 minutes before race start. Lengthy marshalling periods (15-20+ minutes) and the time required to don racing suits (>10 minutes) were identified as complicating issues. The combination of dryland-based activation exercises followed by pool-based warm-up routines seems to be the preferred approach taken by elite swimming coaches preparing their athletes for competition. While this anecdotal information is interesting in a descriptive sense, the primary outcome of this survey was to inform the design and methodology of subsequent experimental work, and importantly, the content and language of coaching resource material underpinning translation of the experimental outcomes.

Development of the experimental studies centred on a combination of pool-based and dry-land activities [12]. Initially, sixteen junior competitive swimmers completed a standardised pool warm-up followed by a 30 min transition and 100 m freestyle time-trial. Swimmers completed four different warm up interventions during transition: remaining seated wearing a conventional tracksuit top and pants, wearing an insulated top with integrated heating elements, performing a 5 min dryland-based exercise circuit, or a combination of passive and dryland. Swimming time-trial performance, core and skin temperature and perceptual variables were monitored. A dryland-based exercise circuit completed alone and in combination with a heated tracksuit jacket during transition can substantially improve sprint swimming performance. Attenuation in the decline of core temperature between the warm up and competition, and a reduction in start time, appear as likely mechanisms for this outcome. While few swimmers will have access to a heating jacket during transition, they can all perform simple exercises and wear a conventional tracksuit during the transition phase.

The initial development of the warm-up model was, as is often the case in swimming and many other studies, with junior or age-group swimmers/athletes. While benefits of the pool-based and dry-land ex-
Exercises were established with the juniors, the critical question for the broader swimmer community was how these effects translate to senior swimmers [13]. Twenty-five senior swimmers completed a standardised pool warm-up followed by a 30-min transition phase and a 100 m freestyle time trial. During the transition phase, swimmers wore a tracksuit jacket with integrated heating elements and performed the dry land-based exercise routine (Combo), or a conventional tracksuit and remained seated (Control). A traditional pool warm-up coupled with passive heating via heated jackets, and dry-land exercises in the transition phase improved elite sprint swimming performance by ~0.8%. This magnitude of improvement is worthwhile and formed the basis of evidence-based recommendations to coaches and swimmers.

Transferability of effects is important in swimming, where there are several different event distances and strokes (freestyle, butterfly, backstroke, breaststroke, medley) [14]. Performance in the 100 m time trial was not substantially different in 10 breaststroke swimmers between the different forms of warm up. It appears that targeted passive heating, and completion of dryland-based activation exercises in the transition phase, does not enhance sprint breaststroke performance despite eliciting elevated skin temperature immediately before time trial commencement. So the translation message was that ‘one size does not necessarily fit all’ – other strategies are needed to enhance breaststroke swimming performance. We also encouraged coaches and athletes to become familiar with the heated jackets and activation exercises in training, or a minor competition, before using them for the first time at a major national or international competition.

A final research study investigated the timing of the warm up and magnitude of the benefits of combined warm up activities in the context of training and competition schedules [15]. There are thousands of sport science publications examining the effects of various exercise interventions and strategies, although not all are contextualised to the high level sporting environment. A substantial proportion of elite athletes train (and often compete) twice or three times per day prompting questions on the timing and likelihood of carry-over effects from one session to the next. The effect of a morning swim or priming session on subsequent swim performance has been a perennial question in the high performance swimming community. Thirteen competitive swimmers completed: a) a morning session of 1200 m of variable intensity swim-
current and future trends for performance optimization, b) a combination of varied intensity swimming with a resistance exercise routine or c) no morning exercise. Following a six hour break, swimmers completed a 100 m time-trial. We concluded that completion of a morning swimming session alone, or together with resistance exercise, can substantially enhance sprint swimming performance completed later the same day. Coaches need to consider how a morning priming or potentiation swim (competition or training session) might enhance subsequent performance later in the day or evening.

Transfer of research outcomes for the broader high performance swimming community involved briefing sessions for swimming scientists, coaches and athletes; distribution of scientific manuscripts to sport scientists and plain language summary sheets as well as a one page infographic summary for coaches [16]. Infographics involving visual display of data and content are proving to be a popular form of presenting research outcomes for athletes, coaches, and the general community.

Figure 1. A seven step model for the development, transfer and implementation of research examining the use of warm-ups in high performance swimming. Step 1 Identifying key questions. Steps 2 and 3 Comprehensive review of both relevant scientific studies and contemporary practices and approaches of leading swimming coaches. Step 4 A series of pool-based experimental studies using both junior and senior swimmers to develop an effective warm-up combining both pool swimming, dry-land exercises and wearing of a battery-powered heated jacket. Step 5 Extension of the warm-up protocol to senior swimmers across different events. Step 6 Preparation of easy-to-read plain language education materials and briefing sessions for swimmers and coaches, and provision of heated jackets and supervised dryland warm-up exercises on the pool deck prior to competition. Step 7 Implementation of research outcomes and subsequent evaluation to inform new or recurring key questions.
Case Study - Lessons learned

Although the program of swimming warm-up studies yielded several research publications and generated interest in the swimming community, some shortcomings were noted. A challenging issue facing researchers is the time needed to complete the research and report back to coaches, subjects and relevant stakeholders such as the national federation. Athletes and coaches understandably have a short-term focus, and seek rapid feedback and expect worthwhile recommendations be implemented immediately. In contrast, research studies typically take months to years from the time of conception, through the formal experimentation and data collection, to report preparation and final dissemination of outcomes. Distribution of preliminary outcomes, at least to the stakeholders involved (privately), can complement the lengthy process of research. There are now many ways to disseminate data online in a more time-effective manner, however, this might compromise the ability to publish in a journal afterwards, so care is needed.

The steps in the information or outcome dissemination process should be built into the study planning and design, and revisited regularly to ensure these milestones are achieved on time. Individual members of the research team could be assigned this task but as per industry standards, all researchers should approve and endorse the content of scientific publications, conference abstracts and digital media output.

Automated processing of reports will aid the preparation and distribution of individualised reports. These reports can be presented in two versions. The first version immediately after the data collection could feature raw data, descriptive data, previously established reference ranges, and figures and tables. This material can be prepared before the final data analysis and interpretation is completed. A second distribution to subjects with the final study outcomes would come at the end of the research project. This material would have been through the data analysis and interpretation process, but more importantly, with clearly identified conclusions, take home messages and practical applications. This information would need to be in plain language, or an infographic, for non-specialist readers such as coaches, athletes and officials. An executive summary should be provided as the first page of a fully detailed report, and prominent use of dot or bullet points to summarise the main outcomes would be welcomed by all.
Another identified issue in the research process was shortcomings associated with separate distribution of results to athletes, coaches and scientists. Experience shows that the better option is for sharing and interactive feedback involving the coach, athlete and scientist in a three-way discussion. Having all parties hear the same information at the same time is preferred. This approach avoids the problem of the sport scientist delivering different information advice to the swimmer that might run counter to the coach’s requirements, position or opinion. The ideal situation is where all invested parties sit together at the same time to review the athlete’s individual results, the group results/outcomes, and their likely significance. At this point corrective actions can be implemented to ensure the athlete continues to improve.

The life of the sport scientist in the 21st century is not an easy one [17]. The elite sports community can be difficult for sport scientists and their research outcomes to be heard above the media throng, social media and a competitive high profile environment. Nonetheless, the sport scientist can take confidence that high quality evidence-based research outcomes with practical application will be heard, provided the right message is presented at the right time in a format suitable for the target audience.

**Recommendations**

Here is a brief list to promote the translation and increase the impact of sport science research:

- Seek evidence-based knowledge that comes from sound and rigorous research studies; although application and translation to sports is key, robust research is a critical factor in developing effective coaching programs and training interventions.
- Where available, make use of communication, media and public relations experts in your organisation, or collaborating organisations, who have expertise to assist the translation and dissemination of research outcomes.
- Using posters in targeted areas to let people know about research activities and outcomes – instead of using them just to recruit participants.
- Think laterally about who the research beneficiaries, collaborators and other stakeholders might be. Start with a list of everyone who might be impacted by the research outcomes (e.g. elite athletes, recreational athletes, sports clubs, sporting organisations, etc.).
• Find professionals and expertise outside the primary scientific discipline that might contribute to the research from a different perspective and add value or valuable insights.
• Plan for internal as well as external workshop/presentations and invite the community to engage with the research team.
• Use social media to disseminate research updates and outcomes by using colourful charts of the most interesting findings to obtain the attention of the audience that might not have access or tendency to read detailed journal articles or attend conferences.
• Prepare an ‘infographics’ slide for your research. Infographics are an effective way to simplify and disseminate your research.

Conclusions
The communication skills of the modern sport scientist now expand beyond their specific field of expertise. The scientist needs to develop the skills, expertise and experience for effective translation of research outcomes. The final research outcomes need to be presented in plain language for non-expert users of scientific and/or technical information.

Collaborations, nationally and internationally, matching research funds, and applied research outcomes are fast becoming priorities for many successful sport science projects. Funding agencies now expect real world applications and a substantial practical return on the investment by stakeholders, participants and researchers.

Although researchers are mostly judged on publications and research income, research teams should commit to the social, community, and ethical responsibilities in their chosen field of study, and the impact of their research in guiding clinical and sport training practices.
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Periodization in sport training: traditional, blocks and polarized

Jose María González Ravé

Background

Variation in training is known as one of the key factors for achieving success in the training schedule to optimise sports performance (Fleck, 1999). Training loads and their proper organisation constitute one of the trainer’s most important tasks for helping athletes properly adapt their bodies, thereby optimising their maximum sports performance. Although an exhaustive analysis of the training loads has already been conducted in Chapter 3, our proposed investigation emphasises the interconnection and distribution of these loads. The distribution of loads alludes to their dynamics and organisation in the various cycles of training and is the way the various loads are placed in a session, microcycle, mesocycle or macrocycle (Verkhoshansky, 1990; Siff & Verkhoshansky, 2000; Navarro, 2000). The concept of load interconnection indicates the relationship among the loads of different orientation when combined over time (Siff & Verkhoshansky, 2000:430). These concepts represent an interesting approach for research in our field, given that the transition of one training load to another should represent the transition to performance levels other than the current level. Research in this field therefore represents progress in the control of these training directions.

The conceptual development of this chapter will highlight the process of training and the variants in its periodization as a noteworthy element within the distribution and interconnection of training loads and will show the potential gaps in research that serve as a basis for presenting potential future research lines.

Training Periodization

Periodization is one of the most important concepts in training. The term has its origin in the period, which is a portion or division of time within which we find smaller and easier to manage divisions called training periods (Bompa, 1999).

The concept of periodization originated in Eastern Europe and was adapted to the planning of modern training in the 1960s by sports scientists such as Matveyev in the Soviet setting and Bompa in the Czechoslovakian setting (Norris & Smith, 2002; Wathen, 1994). Subsequently,
American scientists such as Stone and O’Briant modified Matveyev’s study, adding phases to the preparatory period (Norris & Smith, 2002; Wathen, 1994; Wathen & Role, 1994).

Periodization is the cyclic and gradual ordering of training exercises, following principles of specificity, volume and intensity to achieve high levels of sports performance in the most important competitions (Wathen & Role, 1994; Fleck, 1999). Plisk and Stone (2003) defined periodization as a planned distribution or a variation in training methods by means of time cycles. In this respect, it seems that periodization is a fundamental concept for achieving sports performance. Hoffman (2002) considered 2 types of periodization to achieve performance: linear models, considered as the classical form of periodization design, and non-linear models (undulatory), in which the training volume and intensity varies from session to session, as shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Series</th>
<th>Repetitions</th>
<th>Rest between series</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1</td>
<td>3-4</td>
<td>8-10 RM</td>
<td>2 min</td>
</tr>
<tr>
<td>Day 2</td>
<td>4-5</td>
<td>3-5 RM</td>
<td>3-4 min</td>
</tr>
<tr>
<td>Day 3</td>
<td>3-4</td>
<td>12-15 RM</td>
<td>1 min</td>
</tr>
</tbody>
</table>

*Table 1. Example of Nonlinear Period Training*

The rational, deliberate and studied organisation of the training content is a key factor for good periodization. The distribution of training content within the various training structures is a seldom studied aspect of planning, which trainers conduct by recommendations or by practical experience gained from day-to-day practice.

The objective in the periodized models is to attempt to maximise the principle of overloading and ensure the correct relationship between stimulation and recovery. The principle of overload in sports training is the process by which the neuromuscular or cardiorespiratory system is stimulated by larger loads, causing an adaptation. The periodized programs attempt to maximise this adaptation by changing the magnitude of the loads and thereby increasing the neuromuscular and cardiorespiratory system’s response capabilities (Howley & Franks, 1986; Stone, O’Bryant & Garhammer, 1981).

**Periodized versus Nonperiodized Models**

Periodized strength training programs appear to produce greater gains than nonperiodized programs of one or multiple series (Fleck,
1999, Stone, O’Bryant & Garhammer, 1981, Rhea et al., 2003). The first of the classical studies in this field dates from the start of the 1980s. The study compared a periodized programme with other nonperiodized programmes for 6 weeks, performing 3 weekly sessions, improving 1 RM in squats and power in the vertical leap (Stone, O’Bryant & Garhammer, 1981). Other studies have compared undulatory and linear periodized programs and have showed that the inverse linear programmes in which the volume is increased, and the intensity is reduced are more effective than the undulatory or linear incremental programmes (Rhea et al., 2003). In the study by Willoughby (1993), there were no significant differences during the first 8 weeks in the total volume of work between the periodized model and the 2 training programmes of multiple series. After 8 weeks, the volume of training was decreased compared with the other programmes. From there to week 16, there were significant differences in 1RM in bench press and squats between the periodized model and the other models, even though performance was also improved in these models. Baker et al. (1994) found no significant differences in maximum strength in squats, bench press or vertical leap between the undulatory and linear periodized models, during 12 weeks in which the total volume and intensity (%) were similar in both programs, which allowed for the variations between one and the other to be attributed to the difference between the programmes. Despite finding no significant differences in maximum strength between the periodized and nonperiodized models, other studies found improvements exclusively in the group that exercises according to the periodized model (Plisk & Stone, 2003).

González-Ravé et al. (2007) compared the efficacy of periodized programs against that of nonperiodized programs during 5 weeks of training in physically active participants (Sports Science students) with the intention of improving maximum power in performing the bench press exercise. Twenty-two individuals participated in the research study and were divided into 2 groups: a nonperiodized group (9 participants) and a periodized group (13 participants). The nonperiodized group performed 5 series of 6 repetitions 2 times a week for 5 weeks, reassessing maximum power at 2.5 weeks. The periodized group performed 5 series of 6 repetitions the first week, 4 series of 5 the second week, 5 series of 7 the third week, 5 series of 8 the fourth week and 4 series of 6 the fifth week, reassessing the power halfway through the study. The total volume and intensity were evenly matched. The results of the study showed that the power increased significantly in the intermediate measurement (13.26%, p<0.05) compared with the pretest measurement in the perio-
dized model, while in the nonperiodized model, the significant percentage increase was 19.83%. However, in the final measurement compared with the intermediate measurement, the power in the periodized model only increased 2.86% (although not significantly), while in the nonperiodized model, the power decreased significantly (10.21%, p<0.05) compared with the intermediate measurement. We therefore conclude that there are no significant differences in the gains in maximum power between the two groups. The results in the untrained participants also showed limitations in the applicability of these models to highly trained athletes.

A more recent study by Kell (2011) determined the influence of 12 weeks of periodized training on changes in strength in young male and female sports enthusiasts with prior experience in nonperiodized strength training. The results showed that 12 weeks of strength training following traditional periodization induced significant strength gains in women (>30%) and men (>25%) with approximately 11 months of prior experience in nonperiodized strength training.

One of the most important contributions in the research on the effectiveness of training periodization was by Rhea and Alderman (2004), who performed a meta-analysis of the results of periodized versus nonperiodized programmes based on the publication of scientific studies from 1962 to 2000 for the selection of studies to be included in the statistical analysis. The keywords for the search were periodization, strength training, anaerobic exercise, resistance training and weightlifting.

Rhea and Alderman (2004) concluded that periodized training is more effective than nonperiodized training for men and women and for individuals of varying levels of preparation and ages and that when one considers the variables of volume intensity and frequency in the training program; this is manifested in adaptations of better physical performance.

The Classical Theory of Periodization

The theory of periodization was originally defined by LP Matveyev in 1965 as an update to the study published in 1962. The annual training cycle is conventionally divided into 3 main phases: the preparatory phase, the competitive phase and the transition phase (Bompa, 1994). Wathen (1994) indicated that each mesocycle has a different duration, lasting from weeks to months, depending on the type of sport, the athletes’ sports performance, competitions, intended objectives and time between competitions. Each mesocycle contains several microcycles,
which are generally 1-week periods, although they can be fewer training days. The microcycles are defined as a series of training sessions, organised rationally in a short period of time (García, Navarro & Ruiz, 1996). They are not finished processes but rather represent organisational structures that will complete the processes with the mesocycles.

During the 1950s and with the success of the Soviet delegation in the Helsinki Olympic Games, the scientist Lev Matveyev presented and popularised his general theory of sports training based on biological laws and in particular the general syndrome of stress adaptation. The definition of sports fitness disseminated by Matveyev (1977) is defined as the condition of optimal predisposition for achieving sports goals, which is possible to achieve through a detailed organisation of the training program in periodic cycles. Matveyev defined these cycles as the preparatory period, the competitive period and transitory period (Fig. 1). He also established that sports conditioning goes through 3 states: acquisition, maintenance and temporary loss of this sports fitness (Matveyev, 1977; Navarro, 2000).

The fundamental pathway for the acquisition and maintenance of sports fitness is based on managing and modulating the volume and intensity of the stimuli, tasks and exercises, which, along with the complexity of the exercise, constitute the training load. The programmes include modulation of the volume and intensity in an inversely proportional manner. The preparatory period is started with increasingly greater volumes and moderate intensity. Subsequently, during the maintenance period, this situation is inverted to reduce the volume of training and increase the intensity to prepare the body for competition. A supreme state of performance is thereby achieved, which is manifested in the previously mentioned sports fitness (Matveyev, 1977; Baker, et al. 1994; Bompa, 1994, 2000).

![The structure of periodization according to Matveyev](image)

**Figure 1.** Example of the Classical Model exposed by Matveyev.
Foundations of periodization

The original basis of periodization was the general adaptation syndrome proposed by Hans Selye (1956), who described the body’s generic response to stress (Wathen, Baechle & Earle, 2000). According to this model, the initial response phase to any stress is characterised by shock or alarm (Selye, 1956; Wathen, Baechle & Earle, 2000). After this, there is a supercompensation phase in which the body adapts to increase the specific capabilities affected by the stress (Selye, 1956; Wathen, Baechle & Earle, 2000).

The homeostasis process is caused by the training load the body is subjected to, which produces a stimulation that leads to an imbalance (or heterostasis) in the anabolic and catabolic processes, which the body once again tries to rebalance. This righting is manifested in an increase in anabolic processes to protect the structure from excessive exhaustion (Fry et al., 1991). This means that the regenerative processes attempt not only to recover the athlete’s initial level but also to exceed it. This phenomenon is understood to be a protective mechanism to prevent a future emptying of reserves in the event of greater repeated loads. This phenomenon is known as supercompensation (Grosser, Brüggemann & Zintl, 1989; Fry et al., 1991). In principle, supercompensation can only be related experimentally to the processes of glycogen metabolism. Transferring the supercompensation model to other metabolism settings does not appear possible (Martin Carl & Lehnertz, 2001). Figure 2 shows a graphical representation of these processes. In the most current literature, the term supercompensation may be replaced by that of adaptive reconstruction, given that adaptation to training loads is not produced equally in all the body’s systems (Siff & Verkhoshansky, 2000).
This process of adaptation subsequently defines a theoretical model of sports training known as the **Unifactorial Training Model** (Siff & Verkoshansky, 2000). Based on the principle of supercompensation, this model establishes how the body hypothetically adapts to a higher performance level in response to a repeated training load. Matveyev (1980: 48) presents this process as the overload and rest.

**The systems theory** has had considerable influence on sports training. A system is an entity characterised by at least one input and one output related to the input through a mathematical function (Busso & Thomas, 2006). The output corresponds to the system’s response to a stimulus represented by the input. The function shows the system’s behaviour using the determinants of sports performance in a specific sport. Figure 3A reflects the schematic representation of the system in a general manner, according to the characteristics established by Busso & Thomas (2006). Figure 3B illustrates the systemic application to sports training in such a manner that the input is represented by the dose of training performed, the system is represented by the athletes and the output is reflected by the subject’s performance. This model is highly simplistic in its formulation because the accumulation of training loads produces a

**Figure 2.** Explanatory diagram of the adaptation processes in the body. *(Yacovlev, 1977, cited by Grosser, Brüggemann and Zintl, 1989).*
variation in the type of fatigue it causes and, in the body’s, subsequent adaptation to a performance level that is expected to be higher. Moreover, the model omits other factors outside the training itself that affect performance such as psychological, biological and tactical preparation.

Figure 3. Schematic representation of the systemic model applied to sports training.

It has been assumed that the preparation of athletes is not an analytical and unilateral process but rather a complex system, composed of several subsystems related to the athlete’s various spheres involved in improving their sports achievements. For Matveyev (2001), the preparation is determined by the training system, the competition system and the use of “complementary” factors of various types, such as general life regimens and specialised diets. Without the competition of these factors, the sports preparation system would be deficient.

Thus, the sports training system considers the individual as a whole, given that the individual only performs their vital functions in this manner, thereby opposing the reductionist concept of understanding the individual from just their biological side.

Relationship between Sports Fitness and Training Periods

Sports fitness is defined by Matveyev (1993) as the state of optimal predisposition (the best) for achieving sports goals, which is acquired by athletes due to the corresponding preparation in each new step of the sports improvement. Sports fitness should cover all aspects in their entirety, both physiological and psychological.
Thus, the process of developing sports fitness comprises 3 phases (Matveyev, 1983):

- Stabilisation
- Maintenance
- Temporary loss of form

Figure 4 shows a representation of these phases and their characteristics.

<table>
<thead>
<tr>
<th>Development phases of sports fitness</th>
<th>Training periods</th>
<th>Main objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Acquisition</td>
<td>Preparatory</td>
<td>Formation of pre-requisites for sports fitness. Accumulation of motor and multilateral coordination capabilities. General motor development.</td>
</tr>
<tr>
<td>2 Stabilisation</td>
<td>Competitive</td>
<td>Gradual improvement of the state of preparedness. Achievement of stable preparation, raising the results with a certain degree of variation</td>
</tr>
<tr>
<td>3 Temporary loss</td>
<td>Transition</td>
<td>To interrupt the training with heavy load To facilitate active recovery Renewing the athlete’s adaptation reserves</td>
</tr>
</tbody>
</table>

**Figure 4.** Phases of the development process for sports fitness and their correspondence

*The distribution of training loads during the training process.*

For Verkhoshansky (1988), there are 2 types of variants for generating the adaptation in athletes. The first (A) consists of applying loads of notable volume, which cause considerable mobilisation of energy sources and that produce prolonged and deep changes in homeostasis. This type of training is temporarily organised into 3 to 4-week mesocycles, after which a rehabilitation break of 7 to 10 days is needed. These mesocycles are used for 18 to 22 weeks. This type of strategy is mainly used by high-level athletes and for rapid strength. This variant is related to concentrated loads (Issurin & Shkijar, 2002; Issurin & Lustig, 2004) and began to gain strength in the 1980s as a criticism and alternative review of the gradual load model around Matveyev periodization (Issurin & Shkijar, 2002). The
concentrated loads models are closely related to the particularity of their effects, known as residual training effects (Issurin & Lustig, 2004).

The second variant (B) consists of the gradual increase in functional indices and is expressed in the case of a moderate and continuous volume of training loads. In this variant, periodic and short-term changes are caused. Thus, the body’s homeostasis and energy reserves are compensated during the training cycle. This type of training is temporarily organised into longer cycles compared with the concentrated load systems (specifically 5 to 6 weeks), after which a rehabilitation break of the same length as the first variant is needed. This form of adaptation corresponds to the traditional training periodization idea of Harre (1987), Matveyev (1977) and Stone, O’Bryant & Garhammer (1981).

Each variant presents completely different adaptation rhythms in terms of the elapsed time to reach the sports performance and are represented graphically in Figure 5.

![Figure 5](image)

**Figure 5.** General diagram for the various types of body adaptation reactions to loads according to their distribution.

**The Classical Periodization Models: General Preparation vs. Special Preparation. Workload Dynamics.**

The workload can be divided uniformly in the cycle (regular or distributed workloads), which produces a uniform distribution of the means
during the annual training cycle, or concentrated in defined phases of the annual cycle (concentrated loads). This distribution of regular loads (seen in topic 2) are those that configure the periodization structure of the classical model.

Matveyev (1980) based his periodization model on a general work paradigm of high volume/low intensity during the first part of the development of sports fitness, known as the preparatory period. The model then proceeds to a specific work order of the specialty in a low-volume/high-intensity regimen, which is described as the competitive period. The main components to consider in any sports training program are volume, intensity and frequency or number of training sessions, which were analysed in topic 3. Most experts in training theory and methodology agree that these components determine the load magnitude and therefore the response and adaptation to training (Matveyev, 1977; Navarro, 1999, 2010). The training content corresponding to the basic, specific and competitive levels of the sports discipline is conducted in a distributed and regular manner over the course of the various periods and phases of the cycle. Meanwhile, the total workload increases gradually over the course of the cycle, with a greater emphasis on volume during the general phase of the preparatory period and on intensity during the specific phase of the preparatory period and during the competitive period.

The Structure of the Classical Matveyev Model

Matveyev (1977) structured his macrocycle into 3 long periods during the season (Fig. 6):

1) Preparatory Period
2) Competitive Period
3) Transition Period
During the preparatory period, the premises and conditions necessary for the acquisition of sports fitness are created.

The competitive period ensures the maintenance of sports fitness and is applied to achieve sports success.

The transition period arises from the need to protect athletes from potential injuries, providing active rest to protect from overtraining.

Each period’s duration depends on the sports specialty and on the athletes’ condition. In principle, the preparatory period cannot be shorter than required in the specific circumstances for acquiring sports fitness. The competitive period cannot be longer than that permitted by the possibilities of sports fitness maintenance without putting the subsequent process in jeopardy. Typically, these processes are determined by the standard year (Matveyev, 1993). The time recommendations provided by Matveyev (1993) are as follows:

- Preparatory period: 3-(4/5) months.
- Competitive period: 1-(2/5) months.

The preparatory period is subdivided into phases of general and spe-
cial preparation. The main purpose of general preparation is to establish the functional basis for training, thereby improving the physical condition (Navarro, 2000). For Matveyev (2001), the term general preparation means something that cannot be reduced to sports specialisation, but rather creates and optimises the context of the athlete’s progress in the chosen sports modality by means of the contribution to the general increase in the level of the athletes’ functional possibilities, their multifaceted development and their enrichment with the knowledge, skills and habits, which in one way or another contribute to sports improvement. When applied to sports with technical components, we should (in addition to raising the body’s functional capabilities) apply a range of motor foundations and skills to the technique. In the strategy-tactics of team sports, we need to support all the systems involved as well as the basic theoretical aspects of the game (Hernandez Moreno, 1988).

Matveyev (2001) stated that special preparation starts with general preparation, which progressively moves towards the objective of specialisation that, with growing depth, adapts the athlete to the chosen competitive activity. In the special preparation, the objectives for physical preparation are directed towards the development of specific physical qualities. The bases for the motor capabilities and techniques need to be created according to the specific requirements of each sport. In terms of the technique and tactics in team sports, we start to introduce these activities in their actual context. The theoretical aspects follow the same direction (Hernandez Moreno, 1988).

The competitive period needs to be subdivided into 3 parts:

An early competition phase in which we seek to develop the specific motor and technical capabilities, an increase in the athletes’ potential so that they can take part in a series of competitions but without achieving the maximum level in the competitions but rather as preparation for the next period, which contain the main competitions.

The main competition phase is the most important part of the season. Training during this period is characterised by maximum, specific intensity similar to that of the competition. The main part of the exercises consists of modelled training. There may be competitions prior to the important ones.

The final competition phase is not a macrocycle component but can appear because the schedule of competitions can continue after the main competition. This involves maintaining the form insofar as still
competing but considering fatigue in the main phase.

The transition period is a rest interval for establishing the means for proper recovery, to start the next season.

Traditional periodization can be established based on 1, 2 or 3 peaks of form (Fig. 7), considering particular competitive periods in which we wish to establish appropriate tuning. However, the premises on which this design are based allow for only one peak in form to be established (Bompa, 1999; Bompa & Haff, 2007).

**Figure 7.** 1-peak, 2-peak or 3-peak Periodization.

However, the regular loads model still appears to be in use, as shown by the studies of Gorostiaga et al. (2006) and Granados et al. (2008). These scientific studies support the benefits of the classical periodization model given that both handball (Gorostiaga, 2006, Granados, 2008) and volleyball (González Ravé, Arija & Clemente, 2011) show significant improvements in physical condition during a season after the use of this organisation and the interconnection of training loads.

**Criticism of the Classical Theory**

In recent years, sports training has undergone several changes compared with classical periodization, which used to be employed for sev-
eral reasons. One of the most important of these reasons has been a series of elements that were used to develop a theory of training by classical authors such as Matveyev and Zatziorski. According to Selujanov (1999), these do not consider the studies by Vorobiev on weightlifting or by Bondarchuck on launchings, which contain descriptions of training structures based on theoretical principles aimed towards adaptation. In Selujanov’s opinion (1999), this was the big mistake by Metveyev. Moreover, Matveyev training periodization has been criticised by authors of other training methodologies from the Soviet school and Eastern countries, such as Verkhoshansky, who criticised the periodization of training. According to Verkhoshansky, the technique used to structure sports training is very rudimentary, “… knowing the typical microcycles, which are formed like children’s construction blocks, the following larger part (mesocycles) that in turn configure the large microcycles…” (Platonov, 2000:88). However, the author later softens this criticism declaring that the process, although seemly analytical and separated among the existing elements, and the final result tells us how much more significant are the hidden connections of these elements that materialise in the continuity and the interrelationships of the effects obtained. According to Platonov (2000), these criticisms by Verkhoshansky are not a response to an updated reflection of the knowledge of current periodization, but rather a criticism of the postulates performed in the 1950s and that have been updated by Matveyev (2001).

In one of their more recent publications, Issurin (2008; 2010), mentioned the need to change the old theory of training and accept a new implementation of the modern demands for competitive swimmers.

The same author highlighted 4 weak points in traditional periodization:

- Considerable reduction in training volumes.
- The conflict resulting from the mixture of multiple skills trained simultaneously (mixed training programs).
- Insufficient training stimulus to help highly qualified athletes to continue with the progress (results of mixed or concurrent training).
- The inability to maintain frequent peaks of form during the season.

These same limitations of classical periodization had already been identified by Verkhoshansky (1996; 1999). Continuing with the proposal by Issurin of including of the blocks method (Block Periodization, also
known as ATR) in the preparation programs for elite swimmers, Issurin (2010) established that this method presented 3 clear advantages compared with the traditional periodization method:

- Frequent performance peaks within the same competition year.
- Deep and specialised focus on the effects of training in a relatively short time;
- The recognition that the swimmers have a continuous state of general physical fitness in which a specialised block overlaps the effects of specialised training.

**The New Periodization Models (Blocks or ATR Model)**

The structure of concentrated loads is subsequent to that of regular or distributed charges. This structure is in response to the new demands of the current structures of high-level sports. We begin to question the antiquated and immovable theories of training based on the presumptions of classical periodization of Matveyev (1965) and Harre (1957 and 1969) (Selujanov, 1999; Tschiene, 2001; Issurin & Shkijar, 2002). The concentration of loads allows us to use highly concentrated training instead of a complex development of numerous capabilities. This training allows for more selective, immediate and cumulative effects than through the conventional model.

For Navarro (2000), the idea of the contemporary concept is based on the following:

1) The concentration of training loads on specific capabilities or specific training objectives (capabilities/objectives).
2) The consecutive development of certain capabilities/objectives in specialised training blocks or mesocycles.

Figures 8 and 9 show an example of periodization based on a structure training model called blocks. This model is based on the use of concentrated training loads. The concentrated loads are based on the principle of residual effect that the stimulus leaves on the athletes’ body. The organisation of these loads seeks to delay those that have a greater residual effect. The lower the residual effect these loads have, the closer they are to the competition, as shown by the example of Issurin & Shkijar (2002) in Figure 9. The concept of residual effect, although intuited in some manner in the classical model, does not appear in sports training literature as such until mentioned by Counsilman & Counsilman (1991).
As can be observed in Figure 9, those capabilities that have a longer lasting residual effect are placed further from the competition. Moreover, this organisation places generic basic capabilities such as aerobic resistance and strength in the first phase. More specific capabilities such as anaerobic resistance and strength resistance, which have a smaller residual effect than those in the previous phase, are placed in the second phase. Finally, those capabilities more closely related to the competition situation, which have a smaller residual effect, are situated in the phase closest to the competition. To promote the residual effect of the basic and specific capabilities, memory miniblocks of 2-3 days are employed to prevent a reduction in the previously trained capacity. Each selective load has a specific temporary effect (residual) on the body. The charges are heterogeneous depending on the type of metabolism requested. Issurin & Shkijar (2002) determined the duration of the residual effects of load training in the following time references:

- Alactic anaerobic capacity: 5 days.
- Muscular endurance: 14 days
- Anaerobic endurance: 18 days
- Maximum strength: 30 days
- Aerobic endurance: 30 days
The factors derived from the residual effect of concentrated loads provide the following **practical consequences on high-level sports training** (Issurin & Lustig, 2004):

- The duration of the mesocycles varies from 2 to 6 weeks, although for Verkhoshansky (1988) the ideal period would be 3 to 4 weeks. This variability among authors could be due to a lack of scientific foundation for many of these approaches (Gorostiaga, 2000). For Issurin & Lustig (2004) and Gorostiaga (2000), a 4-week mesocycle is more advantageous than a longer cycle because the residual training effects are better taken advantage of and the athletes’ biological response is more appropriate.

- In the competitive period, the competition mesocycles are shorter than in the preparatory period, because stress, the product of competition, decreases the residual effect of training in successive mesocycles. Moreover, physiological and emotional stress increases the catabolic processes, causing a reduction in muscle mass and reducing the residual effect of training in the maximum and explosive strength. Just as a highly intense activity with a marked anaerobic metabolism, the stress causes a loss in
aerobic capacity accompanied by a reduction in the anaerobic threshold.

- The use of 2 to 3-day memory miniblocks prevents a reduction in initially trained capacity and with it the short-term residual effect.
- Athletes with more years of training can perform longer transition periods and lower training volumes (15-30% less) than younger athletes.
- Thus, the training cycle of veteran athletes is shorter due to a longer transition period. The longer duration of the residual effect of training offers the possibility of performing a lower load volume.

Structure of the ATR (block) model

In the concentrated training model, the number of trainable capabilities in a mesocycle should be decreased to 2 motor capabilities and 1 capability that is characteristic of the technique. The capabilities to be worked on should be established so that a simultaneous task is set up between each mesocycle, considering the effects produced by the task through the interaction of loads (see the mesocycles section).

There are 3 mesocycles within the macrocycle:

- The accumulation mesocycle attempts to raise the athlete's technical and physical potential.
- The transformation mesocycle attempts to transform the potential of the physical and technical capabilities by specific preparation.
- The implementation mesocycle attempts to achieve maximum results within the workout performed.

This ordering of mesocycles, and as a consequence of its microcycles, is based on the cumulative residual effect produced by the earlier workout. In other words, the accumulation work should be maintained longer than the transformation workout, which should be maintained longer than the implementation workout in relation to its training content and the duration of the effects it causes. Thus, each mesocycle is based on a workout that develops the following capabilities based on the premise by Issurin & Lustig (2004):

MESOCYCLE ACCUMULATION:
- Aerobic training.
- Maximum strength.
- Greater residual effect.
MESOCYCLE TRANSFORMATION
- Strength resistance.
- Anaerobic glycolytic capacity.
- Medium residual effect.

MESOCYCLE REALIZATION
- Alactic anaerobic training.
- Training in competitive conditions
- Specific tactics.

*Smaller residual effect.*

This distribution can be observed in Figure 10.

**Block Periodization**
**Mesocycles**

<table>
<thead>
<tr>
<th>Training contents</th>
<th>Accumulation</th>
<th>Transformation</th>
<th>Realization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Endurance</td>
<td>Specific Endurance</td>
<td>Competitive endurance</td>
<td></td>
</tr>
<tr>
<td>Basic Strength</td>
<td>Specific Strength</td>
<td>Speed Capabilities</td>
<td></td>
</tr>
<tr>
<td>Basic Skills</td>
<td>Specific Skills</td>
<td>Competitive Skills</td>
<td></td>
</tr>
</tbody>
</table>

Thus, the mesocycles run during the season in several macrocycles, which constitute the ATR model, as can be seen in Figure 11 below:
Figure 11. Establishment of several macrocycles per season.

This figure shows how an annual cycle has several macrocycles that run during the year. Moreover, we can obtain longer macrocycles by consecutively placing 2 accumulation mesocycles and 2 transformation macrocycles, achieving precise and longer training combinations.

In this case, we need to include a capacity in each mesocycle, thereby ensuring a longer residual effect. The predominant training types, if we consecutively employ several mesocycles of the same type, could be those proposed by Navarro (2000:155) as established in Table 2:

<table>
<thead>
<tr>
<th>Mesocycles</th>
<th>Main type of training</th>
<th>Additional objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accumulation 1</td>
<td>Aerobic endurance</td>
<td>Maximum strength</td>
</tr>
<tr>
<td></td>
<td></td>
<td>General conditioning</td>
</tr>
<tr>
<td>Accumulation 2</td>
<td>Maximum strength</td>
<td>Aerobic endurance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>General conditioning</td>
</tr>
<tr>
<td>Transformation 1</td>
<td>Muscular endurance</td>
<td>Aerobic-anaerobic endurance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perfecting the skills</td>
</tr>
<tr>
<td>Transformation 2</td>
<td>Aerobic-anaerobic endurance</td>
<td>Strength-resistance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Anaerobic endurance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perfecting the skills</td>
</tr>
<tr>
<td>Realization</td>
<td>Modelling the competition. Speed</td>
<td>Anaerobic endurance</td>
</tr>
<tr>
<td></td>
<td>capabilities</td>
<td>Competitive skills</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tactics</td>
</tr>
</tbody>
</table>
Finally, the competitions in this model are preferentially located in the mesocycle of implementation and always at the end, hence the situation of competitions affecting the planning design. However, for competitions with less preparation, these can be distributed in the implementation or transformation mesocycles.

Of course, the number of competitions will depend on the type of sport and its level of implementation and popularity and the athletes’ current level. Thus, elite athletes must attend more competitions and should therefore have more microcycles.

The ATR model is not exempt from criticism, as stated by Kiely (2010); however, the reply by Issurin (2010) to his critics merely fuels a most interesting discussion on the scientific validity of the ATR model. There are studies that supports its validity, although they are few. The study by Breil et al. (2010) used an ATR model for 11 days (15 intensive interval training sessions) with elite skiers. The skiers who used concentrated loads improved their VO2max by 6.0% (p<0.01; men, 7.5%; women, 2.1%), relative peak power by 5.5% (p<0.01) and second ventilatory threshold by 9.6% (p<0.01). The control group had no changes. Another study that showed improvements in the study parameters was carried out by Nuñez et al. (2008) on a sample of football players. The study employed training blocks with only resistance content or with only strength contents. The authors concluded that aerobic resistance improved in the initial phase of the season because of the training. To increase strength, the number of training session of this type needs to be increased. It is advisable to separate aerobic resistance and strength training to create wider blocks during the last 2 macrocycles. García-Pallarés et al. (2010) performed a comparative study with elite kayaking athletes between an ATR model (13 weeks) and a classical model (23 weeks). The authors concluded that performance was improved in the 2 models. However, the blocks model was more efficient in parameters such as stroke speed and maximum power manifested in the VT2.

**Polarized training periodization**

This periodization model is conceptualised as the integration and distribution of various intensities of training focused on low and high (thereby polarising the distributions), as established by Stoggl & Sperlich (2014). Based on the concept of distribution of training intensity,
whose most representative studies are those by Seiler (2010) and Seiler & Tonnessen (2009), which show how (in the analysis performed during a season) most of the work volume is performed at low intensity (approximately 80%), while the rest is performed at high intensity. Based on this procedure, this periodization model has been articulated around resistance capacity. The review conducted by Stoggl & Sperlich (2015) concluded that polarised periodization was an effective strategy for some elite athletes during certain phases of the season. However, experimental studies that lasted 6 weeks to 5 months showed superior responses with polarised training, especially when comparing models that emphasised the anaerobic threshold with contrasts of high volume-low intensity. This combination can improve resistance performance, with potentially less nerve and hormonal stress, and prevent the typical monotony. Mujika et al. (1995) measured the distribution of training intensity for international swimmers during a whole season based on 5 areas of intensity, which in turn were based on blood lactate levels. Although the swimmers specialised in the 100 m and 200-m events that required approximately 60 s to 120 s, these swimmers swam 77% of the 1150 km completed during a season at an intensity below 2 mM of lactate. The rest was performed at high intensity. The study by Yu et al. (2012) showed positive results using this periodization model in professional skaters. Muñoz et al. (2014) assessed the impact of a polar training distribution compared with a low-intensity training program and a traditional programme in recreational athletes. The study showed improvements in all groups, although the polar training programme provided greater improvements than the low-intensity training. Other studies, such as those by Hydren & Cohen (2015) and Varela et al. (2016), have shown the advantages of this training programme.

The season distribution, according to Stoggi and Sperlich (2014), is performed as follows:

1) Preparation Period.
2) Precompetitive Period.
3) Competitive Period.

Each of these periods distributes the training intensity in very different ways, as shown in Figure 12.
Figure 12. Training intensity distribution in the various periods (Stoggi & Sperlich, 2014).
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Development of talent of adolescents in Australian sports high schools
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Introduction

There are seven high schools in NSW designated as ‘sports’ high schools. They offer a special curriculum to enable students with high potential in specific sports to have additional coaching and talent development opportunities. Entry to the ‘sport stream’ of these schools is selective and competitive. The students are selected based on their sporting background and interview. The program has been developed by the Discipline of Exercise and Sports Science (ESS) in the Faculty of Health Sciences, The University of Sydney, in response to an approach by the Principals of the sports high schools. Ensuing discussions between two Principals and the sport scientists of ESS identified the following issues to be addressed to achieve the schools’ mission of enabling students to fulfil their academic and sporting potential: (i) students sporting careers being affected by injuries which may be prevented through attention to predisposing factors early in their development; (ii) limitations to ongoing success and improvement not being identified and rectified; (iii) students with potential not being recognized and nurtured due to chronological and biological age differences among students in the same age division; (iv) students not selecting, or being streamed into, sports and positions that make the best use of their attributes.

Development of the Program

The program is designed to be longitudinal in nature, addressing the needs of individual students over a five-year period commencing from each student’s first year of high school (Yr 7 - age ~13 years) to their penultimate high school year (Year 11 – age ~17). Assessment of their current status in various attributes related to performance is conducted three times per year. This provides a basis for selection of supplementary activities during their training sessions to address their developmental needs.

1 Discipline of Exercise and Sport Science, Faculty of Health Sciences, The University of Sydney, Sydney, Australia
1. Assessment of Injuries and Injury Risk

Injury in adolescent years may negatively impact longer-term health and wellbeing as well as potential representative and/or professional careers (1, 2). Assessment of injuries and injury risk comprises ongoing injury surveillance and measurement of joint characteristics that are known to be associated with injury. The injury surveillance includes a questionnaire of injury history prior to the time of entry to the program in Year 7 and injury status at that time. Demographic information (age, ethnicity), medical history, medications and supplements and athlete sport-specific characteristics (playing history, playing position, protective gear) was also collected. Ongoing surveillance is achieved through a standardised monitoring process.

Injury was defined as ‘...any physical or medical condition that occurs during participation in match or training activities that results in a missed match or training participation’ (3). Match and training injuries (including concussions) are recorded at each game and training session in a standardised format using the Athlete Injury Surveillance Profile (4). Factors pertaining to injury include:

1) Characteristics
2) Onset
3) Diagnosing/Treating Person
4) Treatment given
5) Injury Follow-up
6) Modified training required and training time and/or match time lost

Presentations are conducted to familiarise sports convenors and coaches to the study objectives and data collection procedures. Sport convenors or coaches complete the injury recording form which records the: body location; type; mechanism; occurrence (date, match vs. training; first vs. second half); environmental conditions (weather, ground, indoor); initial diagnosis; initial treatment (e.g. ice, strapping); treating person; and referrals pertaining to the injury (e.g. hospital, physiotherapist, doctor). To maximise consistency and reduce reporting bias, forms are to be completed as soon as possible after the injury and by the same individual for each sport, where possible.

An injury follow-up form (subsequently completed by the physiotherapist or medical practitioner and sport convenor) documents the: injury diagnosis; further referral (e.g. physiotherapist, diagnostic scans, surgeon); number of modified and/or missed training sessions; and number
of missed matches. Injury severity is classified according to the number of matches missed (0 = transient; 1 = mild; 2-4 = moderate; ≥5 = major). Injury incidence calculations (per 1000 player hours) are in accordance with King et al. (5).

The surveillance data are assessed in conjunction with the measurement of joint characteristics including stiffness, mobility, configuration and posture. These have been identified as important in the literature and are described below:

**Foot Posture Index (FPI)**

The FPI is the gold standard for differentiating and quantifying foot posture. This easily implemented in-field tool considers six different aspects of standing foot posture as seen in Table 1, allowing the clinician to quantifiably differentiate and categorise individual foot postures, as seen in Table 2, from one another. This method can distinguish at risk groups considering biomechanical risk factors that may allow for the prevention and early intervention of musculoskeletal conditions (6-8) and can help to predict dynamic foot function (9). Features the FPI included reliability, implementation simplicity, quantitative scoring related to the complexity of foot function, minimal subjectivity and easy field implementation without needing sophisticated measuring equipment (10). As foot posture measures taken during weight-bearing are more representative of dynamic foot function than non-weight bearing measures (11), the assessment was devised to take place during quiet, double-limb-supported standing. The resulting system, the foot posture index (FPI) considers rearfoot sagittal, frontal and transverse plane positions, as well as mid-foot sagittal and transverse plane foot positions (Table 1).

<table>
<thead>
<tr>
<th>Joint</th>
<th>Plane</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rearfoot</td>
<td>transverse</td>
<td>talar head palpation</td>
</tr>
<tr>
<td></td>
<td>frontal/ transverse</td>
<td>curvature at the lateral malleoli</td>
</tr>
<tr>
<td></td>
<td>frontal</td>
<td>inversion/eversion of the calcaneus</td>
</tr>
<tr>
<td>Forefoot</td>
<td>transverse</td>
<td>talonavicular bulging</td>
</tr>
<tr>
<td></td>
<td>sagittal</td>
<td>congruence of the medial longitudinal arch</td>
</tr>
<tr>
<td></td>
<td>transverse</td>
<td>abduction/adduction of the forefoot on the rearfoot</td>
</tr>
</tbody>
</table>

**Table 1.** The six-item foot posture index (FPI) tests and their relationships to joint and plane of motion
Keenan, Redmond (12) transformed the FPI scores to interval logit scores in accordance with the Rasch model and normal ranges of foot posture were defined for 619 healthy individuals ranging in age from 3—96 years. From these data, a slightly pronated foot posture of +4 was considered healthy, with normal foot posture achieved by the age of eight. Scores either side of the neutral point indicated potentially abnormal and truly abnormal ranges (13 Table 2).

<table>
<thead>
<tr>
<th>Truly pathological</th>
<th>Potentially abnormal</th>
<th>Normal range</th>
<th>Potentially abnormal</th>
<th>Truly pathological</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highly supinated</td>
<td>Supinated</td>
<td>Healthy</td>
<td>Pronated</td>
<td>Highly pronated</td>
</tr>
<tr>
<td>&lt; -2 SD</td>
<td>-2 SD</td>
<td>-1 SD</td>
<td>+1 SD</td>
<td>+2 SD</td>
</tr>
</tbody>
</table>

FPI raw score  

<table>
<thead>
<tr>
<th>FPI raw score</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; -3</td>
</tr>
<tr>
<td>-3</td>
</tr>
<tr>
<td>+1</td>
</tr>
<tr>
<td>+4</td>
</tr>
<tr>
<td>+7</td>
</tr>
<tr>
<td>+10</td>
</tr>
<tr>
<td>&gt; +10</td>
</tr>
</tbody>
</table>

**Table 2.** FPI scores and their relationship to healthy normal foot posture

The FPI has been subjected to thorough validation. It proved to be an adequately reliable assessment of adults in various clinical settings, with intra-class correlation coefficients (ICC) of 0.62—0.91 (14-17). In children and teenagers aged 5—16 years, inter-rater reliability was almost perfect (Kw = 0.88; (18)). More recently, in children aged 7—15 years, the FPI was found to have good intra-rater reliability using the Portney and Watkins criteria (19) with ICC = 0.93—0.94 (20). The finalised FPI instrument predicted 64 % of the variance in stationary standing foot posture and 41 % of the dynamic walking midstance foot posture (10).

**FPI as a Pathology Predictor**

The FPI is a valid, reliable, easily-implemented, clinically-relevant descriptive foot posture tool that can distinguish at-risk groups. It can distinguish foot related biomechanical risk factors, which may allow prevention and early intervention of lower limb musculoskeletal conditions. The FPI is sensitive to distinguishing musculoskeletal pathologies with evidence from several populations:

- Naval recruits with a pronated foot postures (FPI ≥ +6) were significantly ($P = 0.002$) more likely to develop medial tibial stress syndrome (MTSS) than recruits with normal (+1 to +5) or supinated (0 to -16) foot postures, with a risk ratio of 1.70 (21).
• Adult participants with highly supinated foot postures reported greater incidence of foot pain (60%) compared to participants with normal foot postures (23 %, FPI 0 to +6; $P = 0.009$). Pressure–time integrals under the whole foot, rearfoot and forefoot were higher than in normal feet ($P < 0.01$). Pressure–time integrals in subjects reporting foot pain were higher than for pain-free subjects ($P < 0.001$). There was a significant correlation between pressure–time integral and foot pain ($r = 0.49$, $P < 0.001$) (6).

• Triathletes with highly supinated foot postures (FPI ≤ -2) had a significantly greater likelihood of overuse injuries during the competition season. Risk of injury occurring in this foot type was 4.3 times greater; $P = 0.013$, than those without (7).

• Adults with chronic plantar heel pain were found to be more likely to have a pronated (FPI ≥ 4) foot posture (OR = 3.7, 95% CI = 1.6 – 8.7, $P < 0.01$) (22).

Function Predictor

• Foot motions of healthy adults aged 18—47 can be predicted during normal walking with the static FPI. In the case of pronated and highly pronated participants (FPI > +6), reduced midfoot frontal plane range of motion was seen in late stance. In supinated and highly supinated participants, less midfoot motion was seen during initial contact and midstance, and altered frontal and transverse plane motions were observed when compared to control participants with normal FPIs (23). Adults ranging from 18—71 years of age displayed a greater lateral centre-of-pressure excursion, correlating with greater supinated foot postures and, conversely, the more pronated the foot posture, the smaller the area of lateral centre-of-pressure excursion. In addition to this, the supinated foot type had a larger centre-of-pressure total excursion area, and the pronated foot type had a smaller centre-of-pressure total excursion area.

1st MPT Joint Stiffness

First metatarsal phalangeal (1st MPT) joint extension is necessary for healthy foot function (24, 25). Restricted sagittal plane motion, that is, less than 64 ° (26) can be an important predictor of injury (27-29) and foot function (30-32). Using a hand-held goniometer, the sagittal plane axis of the 1st metatarsal and proximal phalanx are determined and measured. Restricted extension (<64 °) or signs of joint derangement (26), including; ‘hard end point’ at maximum extension, dorsal joint lipping with bony
growth (exostosis) formation, pain with dorsomedial palpation or valgus deviation greater than 15° would be recorded (33, 34). Intra-rater reliability has been determined as 0.99 (35). Inter-rater reliability has with an inter correlation coefficient of 0.95 has been determined (26, 33).

**Lunge Test**

Restricted ankle dorsiflexion has been identified as a contributing factor in overuse injuries of the lower limb and foot (36, 37) and strong predictor of injury (p = 0.03) (38). Normative values have been reported (38). This test has been demonstrated to have an intra-tester reliability of ICC = .98 (SEM = 1.1°) and an inter-tester reliability of ICC = .99 (SEM = 1.4°) (39) for adults and for children aged 7-15 years of age ICC = 0.85-0.95.

Prior to determining the ankle lunge measurement, the tibia must be marked for the standardised measuring location. This is done with the participant lying supine. The tibial tuberosity is first isolated and marked. Using a 10 cm ruler a point is marked distal to the tibial tuberosity on the most lateral bony ridge of the anterior tibia. The participant aligns their 2nd toe to a line on the floor to the anterior and heel bisection to the posterior, then places the contralateral leg to a line on the floor and assumes comfortable easy rest position. Placing the test legs corresponding hand on a chair back, for balance, the participant steps forward flexing the test leg in the sagittal plane. The examiner takes care to ensure femoral abduction/adduction is negated as the knee cap flexes over the 2nd toe. The participant flexes and straightens their knee three times before the measure is taken with knee maximally flexed will maintain full heel contact. The examiner aligns the long edge of a digital inclinometer (iPhone 6 or equivalent using the application “iHandy-Level™”) to the most lateral ridge of the anterior tibia with the midpoint of the inclinometer aligned with the existing mark already determined. The angle is measured to the supporting surface and recorded. (22, 39).

**Beighton Scale**

The Beighton scale is a commonly used valid and reliable clinical measure of generalised joint hypermobility or ligamentous laxity (40, 41) and normative data exists for athletes. Generalised joint laxity was not shown to be significantly elevated in adolescent male athletes (42) but females were found to be significantly more hypermobile than males during puberty (43). Aside from a greater risk of knee injuries in contact sports among those with hypermobility, there is currently insufficient evidence associating hypermobility with injury risk (44). The Beighton
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scale (41) is used to ascertain the presence of joint hypermobility at the wrist, fifth metacarpal phalangeal joint, elbow, knee (all bilateral and non-weight-bearing) and the lumbo-sacral spine (forward flexion, in stance). The Beighton scale yields a score related to static postures of the upper limbs, and hips, whereby the arbitrary cut-off of 5/9 or greater for females and 4/9 for males indicates joint hypermobility (41).

**Lower Limb Assessment Scale**

Since the Beighton score is largely focused on the upper limbs, the Lower Limb Assessment scale was developed to assess lower limb hypermobility (45). This scale includes 12 items, with separate scores for the right and left legs (45). A majority of the items require passive manipulation of the joint to assess the joint laxity. The scale is valid and reliable and was able to predict generalised hypermobility in a greater percentage of people than the Beighton Scale (45). Clinically, both LLAS and Beighton Scale are used together. In children, there is no significant difference between right and left legs prior to puberty (45), therefore, it is possible to test one leg if expediency is required.

2. Identifying and Improving Attributes Related to Success

The school coaches work to develop the sport specific skills through their various skills practices. However, development of these skills and their execution in game situations can be affected by various limitations. To address the issue of ‘limitations to ongoing success and improvement not being identified and rectified’ we have structured an assessment and remediation program around several categories of potential limitations including ‘basic human movements’, ‘strength and conditioning’, ‘balance’, and ‘flexibility’.

**Basic Human Movements**

Research has revealed that despite years of practice and development of sport specific skills, ongoing performance levels and skill development may be affected by poor development of basic human movements (BHM) in both primary and high school athletes (46). These are considered the pre-requisite essentials underpinning control of more complex sports skills such as running, jumping, catching, striking and throwing skills (47, 48). Deficits in BHMs are often unnoticed and unex-
pected among those who, to all appearances, are ‘sporty’ and well-coordinated.

Sport training with appropriate conditioning reduces risk of injury in young athletes (49). Documented intrinsic risk factors have suggested neuromuscular control (50), core instability (51), and contralateral muscular imbalances (52) are related to injury risk. Compensatory movement patterns utilized to achieve complex skill performance are often overlooked in the young competitive population. However, these inefficient movement systems may reinforce poor biomechanical movement patterns during typical activities, resulting in injury (53). The BHM assessment tool is used to detect compensatory movement patterns and core instability in young athletes and can be used for early intervention to reduce injury risk. To assess the development of BHMs, participants demonstrate a squat, lunge, push up, pull up, hinge (bend), rotation and brace (plank) which are scored according to the criteria illustrated in Figure 1 (54).

<table>
<thead>
<tr>
<th>SQUAT</th>
<th>Weight evenly distributed between the legs during ascent and descent. Gaze remain forwards or up throughout. Heels remain in contact with the ground throughout. Spine remains in a parallel position with the shins. Knees reach at least parallel with the hips.</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Squat Image" /></td>
<td>Weight evenly distributed between the legs during ascent and descent. Gaze remain forwards or up throughout. Heels remain in contact with the ground throughout. Spine remains in a parallel position with the shins. Knees reach at least parallel with the hips.</td>
</tr>
<tr>
<td>LUNGE</td>
<td>Foot lands directly in front of the hip. Knee tracks over the foot while the shin remains vertical. Hips remain in line horizontally. Smooth and balanced transition between steps. Back foot remains facing the front. Trunk remains upright throughout the lunge.</td>
</tr>
<tr>
<td><img src="image2" alt="Lunge Image" /></td>
<td>Foot lands directly in front of the hip. Knee tracks over the foot while the shin remains vertical. Hips remain in line horizontally. Smooth and balanced transition between steps. Back foot remains facing the front. Trunk remains upright throughout the lunge.</td>
</tr>
<tr>
<td>HINGE</td>
<td>Weight distributed evenly between sides throughout the movement. Spine maintains a natural curve during the ascent and descent. Shoulder blades are retracted to maintain natural curve of upper back. Head remains in neutral alignment with the spine. Knees remain at a fixed angle, i.e. do not bend/straighten throughout the movement.</td>
</tr>
<tr>
<td><img src="image3" alt="Hinge Image" /></td>
<td>Weight distributed evenly between sides throughout the movement. Spine maintains a natural curve during the ascent and descent. Shoulder blades are retracted to maintain natural curve of upper back. Head remains in neutral alignment with the spine. Knees remain at a fixed angle, i.e. do not bend/straighten throughout the movement.</td>
</tr>
<tr>
<td>ROTATION</td>
<td>The feet and knees remain facing the front. Body remains vertically aligned. Shoulders remain in horizontal alignment throughout rotation. Rotates at least 90° each side. Spine maintains neutral alignment.</td>
</tr>
<tr>
<td><img src="image4" alt="Rotation Image" /></td>
<td>The feet and knees remain facing the front. Body remains vertically aligned. Shoulders remain in horizontal alignment throughout rotation. Rotates at least 90° each side. Spine maintains neutral alignment.</td>
</tr>
</tbody>
</table>
Weight evenly distributed between the hands during the ascent and descent.  
Shoulders remain square during the ascent and descent.  
Trunk maintains a rigid position throughout the movement.  
Chest is pulled until body is horizontal to the ground.

Shoulders are horizontally aligned.  
Weight is evenly distributed between sides.  
Shoulders align with the trunk through to the toes.  
Head is held in line with the spine.  
Correct position is held for at least 45 s.

Weight evenly distributed between the hands during the ascent and descent.  
Shoulders remain square during the ascent and descent.  
The elbows flex to at least 90° to the ground at the bottom of the movement.  
Spinal column maintains straight alignment from the base of the neck through to the knees.

Figure 1. Description of Basic Human Movements.

Strength and Conditioning
Counter Movement Jump

The counter movement jump (CMJ) is a vertical jump for maximum height in which a counter movement (flexion of the hips and knees immediately prior to the jump) is permitted. The CMJ is a widely used field-based test to assess muscular power of the lower body (55). Studies have shown that performance in the vertical jump test is able to distinguish between athletes that compete at various levels in a variety of sports such as Australian Rules football (56, 57) and rugby league (58, 59). The performance of CMJ can be assessed using a contact platform (e.g. SmartJump; Fusion Sport, Coopers Plains, Australia) to determine the time between take-off and landing (i.e. flight time) from which the height jumped is estimated using the formula for projectile motion. An alternate method of assessing jump height is the Vertec (Questek) measuring device, which assesses vertical jump height by measuring the difference between the athlete’s standing reach height and their maximal jump and reach height.

Portable contact platforms such as SmartJump (Fusion Sport, Coopers Plains, Australia) have been shown to produce reliable measurements with errors of no more than ~ 3.0 % for countermovement jumps (60). To improve reliability of CMJ height assessment it is recommended that all athletes are provided with thorough familiarisation and complete
a minimum of three trials, with the maximal CMJ height reported. In the case of the Vertec measuring system, a separate familiarisation session is recommended (55). Intrasession reliability of the countermovement jump height measured with the Vertec device has been found in females ICC = 0.89, SEM = 2.1 cm, CV 6.9 %; and in males ICC = 0.94, SEM = 2.2 cm, CV = 5.5 % (55) Interessession reliability for both males and females combined ICC = 0.80, SEM = 2.7 cm, CV = 8.6 % (55).

**Medicine Ball Chest Throw**

The medicine ball chest throw is a simple field test to measure upper body power (61). Upper body power is an important aspect in many sports, from throwing based field sports such as javelin to fending tackles in rugby league. The student throws a 3 kg medicine ball while sitting on an upright bench with feet flat on the floor, knees at 90° flexion, while their head, shoulders, and lower back remains against the backrest of the bench. Each student has two practice attempts for familiarisation and warm up prior to performing three trials with 15 s of recovery between trials. The score is the greatest distance thrown of the three throws measured to the nearest 0.1 m.

Garrido, Marinho (62) found that this test had a strong correlation explaining 25-49 % of the variance in swim times of national level youth swimmers. The medicine ball chest throw has very high test-retest reliability with an ICC of 0.92 (62).

**Sprint Speed and Acceleration**

Sprint speeds are used alongside other measures such as leg power and agility to distinguish athletic talent (63). Sprint testing is commonly included in the test battery for athletes involved in team field-based sports such as rugby league, rugby union, Australian Rules Football and basketball (64-67). It is assumed that a distance of 10 m can be used to assess an individual’s ability to accelerate, whereas maximal velocities are achieved at 20-40 m (64, 65, 67).

Subjects perform maximal effort sprints over 20 m and are timed at 5 m, 10 m and 20 m. The timings can be obtained using timing gait systems such as ‘SmartSpeed’ (Fusion Sport, Coopers Plains, Australia). After a standardized warm-up (including jogging, dynamic range of motion exercises, and submaximal sprints), subjects perform three maximal sprints with a 3 min rest between attempts. Subjects commence each sprint from a 2-point standing start (dominant foot placed anteriorly of the non-dominant foot, ~ 30 cm apart, the arms do not make contact
with the ground) 30 cm behind the first timing gate. Subjects commence in their own time and sprint at their maximum pace through the 20m timing gate and are told to continue running through markers situated ~ 2 m beyond the 20 m timing gate before decelerating. The best of the three times is used as their total 20 m sprint score, timed to the nearest 0.01 s, with split times from 0-5m and 0-10m used to determine acceleration ability (65). Good reliability has been shown with sprint times for 10, 20, and 40 m in semi-professional rugby league players (typical error ranging from 1-2 %) (68).

505 Change of Direction Speed Test

The ability to repeatedly sprint and change direction while sprinting is a determining factor of performance in many field and court sports including rugby, field hockey, tennis, basketball and soccer (69). Scanlan, Humphries (70) described agility performance as dependent on not only the physical aspects of an athlete (technique, linear speed, muscular qualities and morphology), but also perceptual and decision making components (visual scanning, situational knowledge, pattern recognition and anticipation). Thus to be considered a true assessment of agility performance a field based test must be an open skill, requiring an unrehearsed reaction to a stimulus, as well as a change in speed or direction (69). Within the time constraints of the current program, where assessments were carried out within normal class times necessitating the assessment of up to 30 athletes within as little as 36 min, an assessment involving the perceptual and decision making aspects of agility was not possible. Thus the 505 change of direction speed (CODS) test was used as it is a time-efficient, valid and reliable test to assess the neuromuscular and biomechanical aspects of an athlete’s ability to rapidly change direction (71, 72).

Following a standardised warm up as described above, athletes start in a 2-point standing start position and sprint forward through timing gates placed at 10m to a marked turning line at 15 m. Athletes plant their foot on the turning line (using their preferred foot), turn 1800 and sprint the 5 m back through the timing gates. Participants should be allowed three practice trials, followed by three timed trials with 3 min rest between each trial. The fastest of the three trials, recorded to the nearest 0.01 s, is used for analysis. Male and female combined ICC = 0.88, SEM = 0.06 s, CV = 2.40 % (72).
**Multistage 20 m Shuttle Run Test**

The maximal multistage 20 m shuttle run test (MST), commonly referred to as the ‘beep’ test, is a field test commonly used to estimate maximal oxygen uptake ($\text{VO}_{2\text{max}}$). The MST is comprised of 23 levels, with each level lasting ~ 1 min (73). The starting speed is 8.5 km/hr, increasing by 0.5 km/hr at each level thereafter. A participant’s score is the last level attained prior to failing to reach the marker before the ‘beep’ on two successive occasions, or when participants reach volitional fatigue.

Strong correlations have been found ($r=0.92$) between MST performance and $\text{VO}_{2\text{max}}$ as measured in a laboratory. Flouris, Metsios (74) developed an equation to predict $\text{VO}_{2\text{max}}$ from MST scores, incorporating data collected via indirect calorimetry while subjects performed the MST thus improving the efficacy of this test compared to earlier prediction models. Standard error of the estimate using this equation was found to be 1.9 ml.kg$^{-1}$.min$^{-1}$.

$$\text{EQ}_{\text{TT}} \text{VO}_{2\text{max}} = (\text{MAS} \times 6.65 - 35.8) \times 0.95 + 0.182$$
($\text{EQ}_{\text{TT}} = \text{equation to predict treadmill test } \text{VO}_{2\text{max}}; \text{MAS} = \text{maximal attained speed in the MST (i.e. final shuttle speed)})$ (74).

$\text{VO}_{2\text{max}}$ is an important measure in sports performance, as many sports require a minimum threshold of aerobic capacity for performance at an elite level (59, 75, 76). Strong correlations have been found between MST performance and match performance parameters (e.g. sprinting, total distance covered etc.) in national soccer players (77). The MST has been found to be a reliable test for both children ($r = 0.89$) and adults ($r = 0.95$) (78).

**Yo-Yo Intermittent Recovery Test level 1 (Yo-Yo IR1)**

The Yo-Yo Intermittent Recovery test level 1 (Yo-Yo IR-1) is a measure of sport-specific aerobic endurance and is related to an athlete’s ability to perform prolonged, high intensity intermittent running as required for many field-based team sports such as Rugby League (79) and Rugby Sevens (80). It is more sensitive in discriminating between different levels of athletes and in evaluating the results of training interventions than $\text{VO}_{2\text{max}}$ and is a more accurate predictor of on-field performance (80). Following a standardised warm up, athletes perform two 20m runs back and forth at a progressively increasing speed, controlled by a series of audible signals played over a portable sound-system. Between each running bout players have a 10-second active rest period consisting of 2 x 5 m of jogging ‘out and back’ around a marker. The total distance covered by each athlete is recorded as their score (79).
Using the Yo-Yo IR-1, Deprez, Coutts (81) were able to discriminate between elite, sub-elite, and recreational youth soccer players aged between 11-17 years. Intersession reliability for U13, U15 and U17 age groups were ICC = 0.82, 0.85 and 0.94 with CV = 17.3 %, 16.7 % and 7.9 %, respectively. Age-related normative data are available for elite and non-elite youths (81).

**Flexibility**

*Sit and Reach Test*

The sit and reach test is used to determine hamstring and lower back flexibility (82) and is a common field-based assessment (83). Lack of hamstring muscle extensibility has been shown to reduce the mobility of the pelvis (84), which can increase the susceptibility of individuals to musculoskeletal injuries (85, 86).

![Figure 2. Demonstration of the Sit and Reach Test using the Flex-Tester® (Novel Products Inc., USA)](image)

The testing apparatus used was the Flex-Tester® (Sit and reach) (Novel Products, Inc., USA). Scale three (AAHPERD) was used to measure the reach distance. This sets the feet nine inches away from the zero on the scale. High reliability has been found for the sit and reach test (4.48 % typical error; 0.84 % change in the mean, 0.95 ICC) by Ayala et al., 2011. Following a set dynamic warm up, the participant sits on the floor with knees straight and feet pressed firmly against the box and medial foot alignment vertical with ankles at 90°. With the arms reaching forward, one hand placed on top the other, and palms faced down the participant reaches forward in one smooth motion, holding the final reach position for 2-3 s while the distance is recorded (87) (Figure 2). Two trials are performed with 10-15 s between trials. The average of the two trials is recorded.
Balance

Foot Lift Test

The foot lift test is a measure of static balance, and has good test-retest reliability (Pearson’s R=0.78; ICC_{2,1} = 0.73, 95% CI 0.40-0.89) (88). Results of the foot lift test have been associated with chronic ankle instability and thus a risk for ankle injuries like ankle sprains (88, 89). The participant stands on one leg with the contralateral foot touching the calf, hands on hips and then closes the eyes. As soon as the eyes close the participant must maintain their single leg stance for 30 s. The number of times any part of the foot lifts of the ground, the person takes a step, and for each second the non-supporting leg is in contact with an error is recorded. If the participant opens their eyes then the trial does not count (88). Two trials are performed and the score is the number of errors in the trial with the smaller number of errors (89).

Anthropometry

Anthropometric tests provide information regarding a player’s body dimensions, shape, and body composition as well as an estimation of his or her adult height. The players are tested in close-fitting shorts and sports tops (for female subjects).

Stature

Stature is one of the characteristics related to suitability for different sports and positions and is essential in adult height prediction (90) and in understanding body size and shape (e.g. somatotype scoring (91)). Body size and shape has been found to be related to sports performance (92). For example, being tall and slender is important in swimming as it effects the hydrodynamic resistance encountered by the swimmer (93) while short stature is an advantage in gymnastics to minimise rotational inertia (94). Thus, stature is an important factor in talent identification, athlete selection and sports development (95). Further, stature and somatotype are associated with suitability for different sports and positions (91, 96) and are strong determinants of the best playing position in sports such as AFL, basketball, netball, soccer, field hockey, rugby league and rugby union.

Stature is measured using the ‘self-stretch stature method’ with a height scale or stadiometer which is adapted from the traditional stretch stature method (97). The participant stands against a vertical wall or stadiometer, touching the wall with the heels, buttocks, and back with heels together. The head is aligned so that the upper border of the ear
opening and the lower border of the eye socket are on a horizontal line. The participant is instructed to stretch upward and to take and hold a full breath. The headboard of the stadiometer is moved downwards until it firmly touches the vertex of the head. The measurement of stature is taken in mm at least two times for each subject. Reliability of stature should be within 1% (98).

**Body Mass**

Body mass is part of the assessment of characteristics related to suitability for different sports and positions. It is used in combination with stature and girths to determine body composition. It is also used in combination with age, stature and sitting height to predict adult height. Participants step onto clinical scales graduated to 0.1 kg. At least two trials are recorded. Reliability of body mass should be less than 1% (98).

**Girths**

Girths of the neck, waist, and hips are measured as part of the assessment of characteristics related to suitability for different sports and positions. Girths are used in combination with stature and body mass to determine body composition. Anatomical landmarks are identified by palpation by a certificated anthropometrist. A tape measurement is taken by following the rules of International Society for the Advancement of Kinanthropometry (97). Each girth measurement is taken in mm at least two times. Reliability of girth measurements should be less than 1% (98).

**Body Composition**

Body composition, the quantity of fat as a percentage of body mass, is estimated by a formula (99, 100) that includes stature, body mass, and girths collected from anthropometric tests. Body composition is related to sport performance (101). From a biomechanical aspect, body fat masses cause extra energy consumption and has a negative impact on sport performance (102, 103). Given two players with the same body mass, the one with lower body fat percentage should generally be able to sustain movement at a higher level and for a longer period than the one with higher body fat percentage. In addition, Bahr and Krosshaug (104) indicated that body composition may be a factor which influences the risk of sports injury.
Nutrition Assessment

Nutrition assessment is conducted in this cohort to assess different categories of food intake in adolescent athletes in order to monitor the dietary consumption patterns that may impact performance in their sport. Adequate energy intake is essential for adolescent athletes to support proper growth, maturation and development with possible increased intake to match exercise training and competition requirements. Dietary patterns and hydration strategies should reflect their daily exercise demands. Adolescence is a period in the lifespan that can present challenges to appropriate eating patterns and food selection. In particular, poor dietary habits can limit performance by affecting energy reserves, muscle and bone development, and body composition. Depending on the sport and playing position, players can have too low or too high percentage of fat. For example, some body fat is desirable for swimmers as it assists buoyancy and body alignment when swimming. Rugby props need bulk and strength and benefit from having a higher percentage of fat than players in other positions. However, too much fat reduces their speed and endurance in open play.

The Students As Lifestyle Activists (SALSA) Questionnaire is a short, straightforward questionnaire for use in adolescents where individual items have been validated (105-108). The SALSA Questionnaire estimates daily consumption of breakfast, fruit, vegetables, water, sugary drink intake (i.e. fruit juice, soft drink, sport drinks, cordial, and energy drinks), and intentions of future consumption of these items. In addition there are simple measures of daily physical and sedentary activities and recreational screen time. The SALSA Questionnaire has been modified from the Short Food Frequency Questionnaire (SFFQ) (109). The SFFQ was reported to have fair to moderate validity and moderate to good reproducibility in primary school children aged 10-12 years. Validity and reliability studies of the SALSA questionnaire are currently being conducted.

3. Students with potential not being recognized and nurtured due to chronological and biological age differences among students in the same age division.

Age

Age is calculated in days from dates of birth obtained in a questionnaire completed by parents. This chronological age is then used in com-
bination with stature and sitting height to predict adult stature. Age is essential in adult height prediction (90).

**Biological Age and Adult Height Prediction**

Adult height prediction (AHP) provides an estimate of the final stature and may be related to young athletes’ potential in particular sports. Thus, AHP is widely used for talent identification, athlete selection and sports development (95).

It is also important for coaches to understand the effects of early and delayed maturation on team selection and playing position selection. For example, players who mature early, being taller than peers, may be trained as forwards in basketball or lineout jumpers in rugby but may not be appropriate for those positions as adults due to reaching their final stature being less than later maturing peers. Similarly, those who mature later than peers miss opportunities due to their smaller stature, mass, and muscle development. This is particularly the case where stature, mass, and muscularity are important, for example in rugby league and rugby union. It is well known that swimmers who mature early have an advantage over later maturing peers due to resistance being related to body length and propulsion also being aided by long limbs. Trainability, for example muscle development, aerobic and anaerobic capacity, increases with biological age into adulthood.

Additionally, team selection is biased towards the ‘big kids’, particularly in sports where size confers an advantage. Indeed, this disadvantages those who mature late as well as those whose birthday falls close to the cut-off of the age division. Thus, those who are biologically or chronologically disadvantaged may miss the opportunity to play at a higher level and to enter the ‘development pathway’ despite having good potential and skill development. A further adverse possibility is that athletes with potential who cannot maintain performance relative to peers due to late maturation become discouraged. Indeed, this has been recognised as a major cause of ‘dropout’ (110).

In this talent development program, the prediction equations of Sherar, Mirwald (90) are applied to estimate AHP and also to classify individuals as ‘early’, ‘average’ or ‘late’ in terms of their stage of maturation relative to chronological age. The estimates are based on the ratio of sitting height to standing height which changes with maturation due to the difference in timing of lower limb and trunk growth (lower limb growth precedes trunk growth during adolescence).
**Sitting Height**

The approach for measuring sitting height is adapted from the traditional method (97). To determine sitting height, players are seated on a measuring box or level platform with their hands resting on their thighs. The player is then instructed to take and hold a deep breath and while keeping the head in the Frankfort plane the measurer applies gentle upward lift through the mastoid processes. The head board of the stadiometer is placed firmly down on the vertex, compressing the hair as much as possible. The measurement of sitting height is taken in mm at least two times. Reliability of sitting height should be less than 1 % (98).

4. **Students not selecting, or being streamed into, sports and positions that make the best use of their attributes.**

In addition to the effects of biological age and anthropometric variables there are many other factors that affect an individual’s choice of sport and playing position. In selecting sports, children are influenced by parents, peers, teachers, and others. Many will take up the sport that their parents played or that their friends play. Knight (111) summarised the influence of parents, siblings, and coaches, on ‘starting sport’, ‘progressing in sport’, and ‘excelling in sport’ indicating the relative influences of each of these by the thicknesses of the lines in a diagram. These influences commonly dominate the selection of a sport despite, in many cases, the individual having attributes that would be better suited to a different sport.

The measurement of attributes of individuals in this program, and the consequent comparisons with norms of elite performers in particular sports, may enable identification of potential in a sport other than the one in which they are currently engaged. For example, a gymnast who is destined to become taller than those in the range of successful performers may be encouraged to take up a sport which uses many of the attributes already developed, for example, dance. Similarly, within a sport, an athlete might be identified as having potential to play in a position that is more suited to their set of attributes. For example, a large and muscular rugby player who is fast and has explosive power may be better suited to being a ‘blockbusting’ winger than a forward where the muscles, although strong for short bursts of activity, are not suited to enduring long periods of repeated scrummaging.
How the Program will Contribute to Optimising Sports Performance in the Future

The program is yielding a large amount of data that are both age specific for chronological age as well as biological age. From these data, norms are determined which provide potential sports persons with realistic targets to which they can aspire and a means of assessing their progress towards elite level. The norms can be used as generic to all sports and also for specific sports and playing positions. Having chronological age and biological age references norms will help coaches and selectors to recognise, and continue to develop, potential despite current performances being below those of early maturing peers. This will help to reduce ‘dropout’ and those with potential ‘slipping through the cracks’. The data will also support initiatives to organise competition categories based on biological, rather than chronological age or on the basis of anthropometric compatibility, for example, weight division for youth rugby league and rugby union.

Ongoing analysis of the results will help identify correlations between variables that could be associated with sport performance. Predictors of injury can also be identified through ongoing injury surveillance and repeated testing of these suggested variables. Currently the database is being built from the seven sports high schools in NSW. However, there is potential to combine these with data from other sources and from other researchers. A large global database that is available to athletes and scientists internationally is an ultimate goal and realistic vision given the modern technological capacity for information storage and access.

Conclusion

The program described in this paper is being applied successfully in NSW Sports High Schools. The long term goal is to grow the program to involve other schools and to build a large data base that provides motivational targets for adolescents aspiring to fulfil their sporting potential. Normalisation by biological age may reduce the incidence of ‘drop-out’ and lost talent. Replication of the program by others may enable merging of data to provide a larger picture of adolescent sport development across broad geographical, cultural, and international regions.
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Research into optimising performance from a multidisciplinary team: the case of the IGOID research group

Leonor Gallardo¹, Enrique Colino¹, José Luis Felipe²,¹, Jorge García-Unanue²,¹, Manuel León¹, Jorge López-Fernández¹, Javier Sánchez-Sánchez²,¹ and Esther Ubago-Guisado¹

1. Introduction
The IGOID Group (Grupo IGOID: Investigación en la Gestión de Organizaciones e Instalaciones Deportivas) is a research group specialising in research in management of organisations and sports facilities. However, the world of sport has evolved with great speed and with a marked interdisciplinarity. Therefore, the analysis of performance in the different manifestations of sport has become a subject of relevant importance in the world of research in the sports sciences. This way, in the IGOID Group (www.igoid.es) we have been working for years in this sector. Our research is related with sports facilities and the quality of life that we want to give to our society. Therefore, we are going to present our research, which is divided in different areas of study: sports surfaces and their influence of performance; new technologies in the control and prevention of injuries, growth and bone development; and optimisation of management in sports companies. The rest of the chapters are divided in one part for each area of study.

2. Sports surfaces and their influence on performance
Professional football is commonly played on a natural grass surface as it is considered the most suitable surface for this sport. However, semi-professional and amateur football are increasingly opting more for artificial turf systems of third generation due to the social, environmental and economic return of these surfaces.¹,² The fast growth in the use of artificial turf pitches in Spain, as well as the diverse use of materials for their construction, led the IGOID Group to raise two fundamental questions about these surfaces: i) how adequate are these surfaces for football practice? ii) what do the main agents involved in the game think about them?

¹. Grupo IGOID. Universidad de Castilla-La Mancha
². Universidad Europea de Madrid. Facultad Ciencias de la Actividad Física y el Deporte
Regarding the first question, the quality reached by third-generation systems of artificial turf made international organisations, like the European Committee for Standardization or the Fédération Internationale de Football Association, accept them for playing football. However, as any manufactured product it requires fulfilling a minimum standard to be used for playing a sport on it. For that reason, both these entities developed standards of certification for artificial surfaces which are constantly updated and reviewed.

After studying the mechanical properties of 20 artificial turf pitches across Spain, Burillo et al. concluded that the mechanical properties of artificial turf systems of third generation are influenced by different parameters such as the type of fibre, type of rubber infill, elastic base, years of use and maintenance system. Therefore, when implementing a new surface of artificial turf, all these parameters must be considered. Likewise, this study also reveals that despite the existence of a standardised norm for these surfaces, they were not fulfilled by the artificial turf fields of Spain, increasing the risk of suffering an injury. These conclusions were also supported by Sánchez-Sánchez, et al. after analysing four different systems of artificial turf. Despite this work only analysing four surfaces, they found that the choice of materials of support can increase the lifetime of the artificial turf system considerably. Furthermore, a bad election of these materials together with the lack of maintenance can make the surface unusable in a few years. Therefore, when implementing a new field of artificial turf, the manager must consider the structural components of the system and the maintenance that is going to be applied and the number of uses per week. Finally, to provide the best experience possible and avoid unnecessary risks, the manager should check that the new field of artificial turf has been built according to the standardised norms and that the system maintains these properties over time.

Concerning the second question, several authors have reported greater footballer satisfaction with natural surfaces compared to synthetic ones, even though synthetic systems seem to provide similar performance to natural grass fields. The work from IGOID Group reveals that the satisfaction that artificial turf is positively valued by players, coaches and referees. However, satisfaction level is related with previous experience, as footballers who used to play on dust pitches reported...
higher satisfaction than those who used to do it on grass surfaces. Within this topic, Andersson et al.\textsuperscript{6} identified that the style of play is modified by the type of surface and by the perception of the footballers. For instance, players tend to avoid tackles and increase the number of short passes when playing on a field of artificial turf. Thus, this can explain the difference of satisfaction level according to the previous experience.

With the development of tracking technologies like Global Positioning System (GPS), it has been possible to study how the game surface influences the performance of footballers.\textsuperscript{7-9} Thus, comparative studies between artificial and turf pitches indicate similar players’ responses (physical and physiological) regardless of the surface used.\textsuperscript{7,8,10} However, these studies only focused on standardised tests, so tactical and technical actions were not studied. The main conclusion of these studies is that the new third-generation pitches do not cause greater fatigue, do not delay recovery or reduce sprint performance. On the other hand, longitudinal studies about injury rates on artificial turf and natural grass prove that playing football on the first surface is not riskier than on natural grass.\textsuperscript{11} Nonetheless, these authors did not analyse the mechanical properties of the fields used in their studies, so they could not relate these results with the mechanical properties of the newest fields of artificial turf.

To increase the understanding about the role of mechanical properties on players’ responses when playing on both surfaces, the IGOID Group has developed two studies (not published by August 2017). Both studies used the same two surfaces whose mechanical properties were analysed (Table 1)

<table>
<thead>
<tr>
<th></th>
<th>Artificial</th>
<th>Natural</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR (%)</td>
<td>43.59±5.09*</td>
<td>49.69±6.33</td>
<td>p = 0.07</td>
</tr>
<tr>
<td>StV (mm)</td>
<td>6.77±0.60</td>
<td>5.29±0.83</td>
<td>p &lt; 0.01</td>
</tr>
<tr>
<td>ER (%)</td>
<td>53.84±2.23</td>
<td>39.22±6.76</td>
<td>p &lt; 0.01</td>
</tr>
</tbody>
</table>

\textit{Note:} * Non-compliance with the specifications of the standard EN 15330-1:2014. FR = force reduction; StV = standard vertical deformation; ER = energy restitution

\textbf{Table 1.} Mechanical Properties of Both Selected Surfaces
The first work analyses the accumulated fatigue of sixteen players after performing the first three bouts of a soccer simulation protocol (three blocks of 16 min with 3 min recovery between blocks). The results showed similar muscle response on both surfaces right after finishing the test, as players got similar performance in a countermovement jump. Likewise, through a tensiomyography it was analyse the response of both biceps femoris and rectus femoris to an electric stimulus not finding differences according to the surface. Therefore, despite the existing differences of mechanical properties of both surfaces, they were not high enough to cause different impact on muscle fatigue.

The second work also used the first three bouts of a soccer simulation protocol, but in this case, we analysed the physiological responses and performance of players on the test. Each bout of the soccer simulation protocol is composed of eight cycles and one repeated sprint (RS: 6 × 15 m sprints departing every 18 s) block between the fourth and fifth cycles structured as follows: i) 3 × 20 m at a walking pace of 1.43 m/s; ii) 1 × sprint-agility run (S-AR) at maximal intensity (20 s for sprint and recovery); iii) 3 × 20 m at a running speed of 2.5 m/s; iv) 3 × 20 m at a running speed of 4.0 m/s. After analysing the performance of players on each sprint-agility run and the repeated sprint of the three bouts, players presented lower time sprint in some part of agility test on artificial turf. Therefore, the higher energy restitution of the artificial turf seems to cause faster performance in non-linear sprints. Nevertheless, these findings suggest that players should not present lower performance in linear and non-linear sprints when playing football on artificial turf than on natural grass.

While these results strengthen the previous findings, care must be taken when evaluating them, because as mentioned previously, the mechanical properties of an artificial turf pitch can differ greatly between systems. In fact, through different investigations, the IGOID Group has proved a significant variation in footballers’ response in function of the type of artificial turf used in both real-life football situations and in standardised match tests. Therefore, a greater physiological value of peak heart rate has been found on artificial turf systems with greater damping capacity, while harder surfaces are related with higher dependence of creatine phosphate. Furthermore, the main differences found between artificial systems is in actions like change of direction and
turns, where factors like rotational traction and energy restitution of the ground seem to have a great influence.\textsuperscript{5,17}

**Conclusions**

In conclusion, the structural components of the system together with other factors such as number of hours of use per week or maintenance plan as they play a key role on the mechanical properties of artificial turf systems. Moreover, even though natural grass is still perceived as the most suitable surface for playing football, the findings of previous studies suggest that artificial turf systems can provide similar performance to natural grass fields, not increasing the risk of suffering an injury. However, it is required that artificial turf systems fulfil the international standards as those that do not meet them could negatively affect players’ performance or security.

3. **New technologies in the control and prevention of injuries**

Our research is related with sports facilities and the quality of life that we want to give to our society. Therefore, we can focus on topics of research rather than in the equipment. These materials can be then mentioned as recent technology that supports the advanced research made by the group (e.g. GPS technology, tracking technology and positioning of sports facilities, thermography, tensiomyography to different studies on surfaces and bone mass, etc.). Thereby, the main research topic is the importance of guaranteeing the correct use of artificial turf, with all its qualities in performance and its optimisation by sports companies.

**Global Positioning System (GPS)**

GPS devices register the activity and physiological profiles of players with a sampling frequency of 10 Hz. The devices are located at the top part of the player’s back, inside a specific chest guard provided by the manufacturer. Similarly, heart rate bands are located at chest level through elastic bands. Afterwards, the data are downloaded to a personal computer and analysed using software provided by the manufacturer. The variables obtained by these devices provide information on physical and physiological performance of athletes.

*Movement patterns — external load*

The GPS devices attached to the players provided information about the total distance covered during the game (DT), the maximum speed
(V_max) and average speed (V_mean) reached during matches and/or training sessions, as well as the distance covered in each one of the six locomotor categories with speed ranges adapted from previous studies: standing (0–2 km/h), walking (2–7 km/h), easy running (7–13 km/h), fast running (13–18 km/h), high-speed running (18–21 km/h) and sprinting (>21 km/h). The actions above 13 km/h (fast running, high-speed running and sprinting) are defined as high-intensity running. The GPS software also provided information about the number, average distance and maximum average speed of the sprints (Figure 1). These actions of high intensity have been identified as the most determinant in the performance of team sports.

In the same way, the GPS devices register the maximum acceleration peaks, as well as the number of accelerations of the players in different ranges of intensity: 1.5–2 m/s²; 2–2.5 m/s²; 2.5–2.75 m/s²; >2.75 m/s². The data of maximum peak and number of impacts during the game are obtained using the triaxial accelerometer of 100 Hz incorporated to each one of the GPS devices and classified into six categories based on the G forces reached (1 G = 9.81 m/s²): light impact (5–6 G), light/moderate impact (6–6.5 G), moderate/heavy impact (6.5–7 G), heavy impact (7–8 G), very heavy impact (8–10 G), and severe impact (>10 G). The control of the number of accelerations and impacts on the athlete can allow the development of specific training tasks adapted to real situations of competition, reducing athlete injury risk. Like the previous variable, the load of the player can be obtained from the combination of the accelerations detected in the three planes of body motion (vertical, horizontal and anteroposterior), using the software of the GPS. The load data are presented in arbitrary units. The GPS detection of an imbalance of more than 5% can alert to a decompensation in the motor behaviour of the athlete derived from a potentially dangerous situation for the athlete’s health. Finally, GPS software includes the ratio work:rest, which results from the quotient between the distance covered at speeds above 4 km/h (work phase) and the distance covered by the player at speeds below 4 km/h (rest phase).

Heart rate parameters — internal load

Internal load is an essential parameter for training control. For this, it is necessary to know the individual maximum heart rate (HR_max) of each athlete. Numerous specific tests are used in each sport to estimate this variable. For example, in football, the HR_max value can be obtained in the
intermittent recovery yo-yo test to establish different categories of intensity during a match or training session: <70% HR\textsubscript{max}, 70–80% HR\textsubscript{max}, 80–90% HR\textsubscript{max}, 90–95% HR\textsubscript{max}, and >95% HR\textsubscript{max}. The GPS software synchronizes with the HR bands and registers the time used by players in each one of the zones described above. The data are presented as relative percentages in relation to the total time played. However, the peak and average values of heart rate reached during the game and 15 min intervals are obtained in absolute (bpm) and relative (% HR\textsubscript{max}) terms.

The monitoring of these variables will reveal the level of fatigue of the athlete, undertaking interventionist protocols to prevent injuries during practice (Figure 1). In this sense, the heterogeneity between the acute and chronic load experienced by the athlete has been identified as the main predictor of athlete injury incidence.\textsuperscript{18} The use of these devices will allow the control of load, assuring homogeneity between these parameters and reducing injury risk in athletes.

![Figure 1. Profile of a footballer’s activity during a real game situation](image)

**Tensiomyography (TMG)**

Tensiomyography is a non-invasive evaluation technique that allows the evaluation of contractile capacities of an athlete’s muscles. This control tool allows the identification of muscle imbalances in athletes and the discovery of neuromuscular fatigue after an effort.\textsuperscript{19} This device measures: maximal displacement (Dm) given by the radial movement of muscle belly expressed in mm and depends on the muscle tone or stiffness; contraction time (Tc), the time between 10 and 90% of Dm; sustain time (Ts), the time in which the muscle response remains >50% of Dm; delay time (Td), also known as reaction or activation time, is the time between the initiation and 10% of Dm; and half-relaxation time (Tr), the time in which the muscle response decreases from 90 to 50% of Dm muscle (Figure 2).
A small electric stimulation is produced on the required muscle. This stimulus is measured by placing a digital transducer perpendicular to the muscle belly. The stimulation of the selected muscle is made using two self-adhesive electrodes placed equidistant to the point where the measurement will be made. The proximal electrode corresponds to the anode and the distal to the cathode. The stimulus is produced by a system electro-stimulator of 1 ms duration. The amplitude range of the electrical stimulus can be from 0 to 110 mA. The measurement protocol varies according to the muscle group evaluated. The comparison of variables in the same athlete will allow detecting neuromuscular asymmetries, establishing the level of muscle recovery after a training stimulus and discovering the fatigue accumulated in the muscle groups evaluated. This information will guarantee an exhaustive control of the physical load of the athlete and the risk of muscle injury during practice. Finally, a periodic evaluation of these variables will clarify when an athlete can return to competition after an injury.

Thermography

Thermography has become a powerful research instrument in many applications at mechanical, electrical, military, construction and medical levels. Due to its non-invasive character, infrared thermography (IRT) can be defined as data analysis by using non-contact thermal imaging instruments. Thermographic cameras detect radiation within the electromagnetic spectrum range and produce images of this radiation called thermograms. This method provides real-time images at a distance, with measurements of the surface temperature, in this case, skin tempera-
ture. It is a highly sensitive diagnostic method, fast, totally safe, harmless, highly reproducible and does not involve radiation emission. This technique allows the visualisation of the surface temperature with sensitivity above 0.025°C and an accuracy of 1%, non-invasively and without physical contact with the subject. These characteristics allow scientists to obtain a general thermal profile of the subject and if carried out routinely, lead to a real-time monitoring of skin temperature, which allows obtaining information on the complex thermoregulation system of the human body.

Currently, there are some articles in the literature that indicate the possibility of using thermography for: evaluating muscle recovery; programming training sessions; modifying workouts; estimating maximum oxygen consumption VO2max; identifying edemas, varicose veins or ischemia; and identifying muscle injuries. Since injuries trigger inflammatory processes and inflammation causes heat by increasing basal metabolism, the level of inflammation can be assessed using temperature gradients. Since thermography allows for the detection of small temperature variations, thermographic images show, prematurely, the start of inflammatory processes that still have not shown symptoms (pain, edema or paraesthesia), acting as a preventive tool.

Thermal symmetry of the human body has been defined as the ‘degree of similarity’ of two regions of interest (ROI) reflected along the main longitudinal axis of the human body, which are equal in form and size and were taken at the same angle. Pathological conditions, like musculoskeletal disorders and traumatic injuries, affect the thermal distribution of the surface temperature, producing changes in its natural symmetrical pattern. Thermal symmetry values have been considered important for the evaluation of athletes after an injury. Thermal asymmetries do not usually exceed values over 0.25°C. Different studies have shown that greater asymmetries (above 0.60°C) may correspond to musculoskeletal injuries (Figure 3). For this reason, infrared thermography has been consolidated as a valuable tool for clinically evaluating the progress and treatment of sports injuries and musculoskeletal disorders.
Conclusions

In conclusion, the use of new technologies applied to sport allows a detailed control of accumulated load of an athlete during the season. Maybe the most important one is the GPS technology about the tactical and performance applications. The interpretation of this information facilitates the improvement of physical planning carried out by teams and/or athletes, as well as for early injury diagnosis. Therefore, their incorporation in sport nowadays has become indispensable. The multifactorial character of these protocols, together with additional technology associated with heart rate variability, balance and plantar pressure among others, as well as controlling contextual variables like the playing surface, increases the validity and reliability of interventional methodologies used by this research group in relation with football performance and injury prevention.

4. Growth and bone development

In the last few years, there has been an alarming increase in overweight individuals and obesity, especially among young people, due to, among other factors, low levels of physical activity. Obesity in childhood is closely related to adult obesity, because these children have twice the risk of developing obesity in later life than those who are not obese. Studies such as Boreham et al. show that physical activity during childhood prevents obesity in later life. For these reasons, the prevention of obesity in childhood is an international priority given the impact it has on chronic diseases, general health, development, and well-being. It is known that physical exercise and sport in general regulate fat and muscle mass of children. On the other hand, the type of sport practised influences the body composition development. Each sport due to its characteristics and requirements is associated with different player pro-
files. Within this framework, the IGOID Group developed an experimental study to analyse the differences in fat mass and lean mass of girls playing different sports, and which the main conclusion was: ‘Girls who practise regular high-impact sports (football, basketball and handball) and low-impact (swimming) have lower fat mass and higher lean mass compared to the inactive controls at prepubescent and puberty.

Likewise, the interest in bone health in childhood has grown meaningfully because of the increase of osteoporosis cases in adults. Up to 60% of osteoporosis cases in adult life are related with acquired bone mineral content during adolescence. Osteoporosis is considered a public health problem due to the high number of people who suffer from it and its economic repercussions that are generated during treatment and rehabilitation. An increment in the level of physical activity in children would result in higher bone mass accrual and a decrease in the risk of suffering bone fractures during adulthood. Research carried out by Vicente-Rodriguez et al. showed that boys engaged in a high-impact sport like football increased bone mass values compared to inactive boys. Nevertheless, while practising low-impact sports, as for example swimming and cycling, the bones do not get so many stimuli, so the bone density values are lower.

Therefore, due to lack of research with girls, we carried out a second study with the objective of comparing the differences in bone mass in girls according to the type of sport practised. The main conclusion we obtained from this research was: ‘Girls who practise high-impact sports (football, basketball and handball) have higher bone mass compared to girls who practise low-impact sports (swimming) and controls at puberty.’ On the other hand, muscle mass is known as an important factor for predicting bone mass increment during puberty. Although the role of muscle mass in the development of bone mass is evident, the association between fat mass and bone mass generates certain debate. Some studies in girls show that fat mass is positively related with bone mass. However, other studies support the idea that bone mass is negatively related with bone mineral density in boys.

In this sense, through a third and fourth study using a dual-energy X-ray absorptiometry scan (DXA), we analysed the influence of fat mass, lean mass, maximum oxygen consumption, weekly training hours and years of sports practice on bone mass in girls; and we examined
the association between muscular and cardiorespiratory fitness with bone mineral density and hip geometry in boys. The main conclusions obtained were: ‘1) During puberty, bone mass in girls is related to lean mass, cardiorespiratory fitness and weekly hours of sports practice; 2) Vigorous physical activity does not seem to explain the association between fitness (cardiorespiratory and muscular) and bone parameters (bone mineral density and hip geometry), while lean mass plays a key role in this association in young males.’

Finally, we must also take extrinsic factors into account like the playing surface. The affinity between the player and the playing surface is important for player’s performance and health. Most researches have focused on studying the influence on injury rate and performance. Up to date, only one transversal study in children has been done by Plaza-Carmona et al. that has addressed the issue on outdoor surfaces. In that study, no significant differences were found in bone mass in the limb, pelvis and hip regions between practising football on dust pitches and artificial turf. Thus, in a fifth study we compared the differences in bone mass in girls playing on different surfaces, obtaining as a main conclusion: A hard playing surface, with less vertical deformation and force reduction and with higher energy return, is associated with higher levels of bone mass in girls, regardless of the sport they practise.

**Conclusions**

The conclusions of our studies are that regular practice of both high-impact and low-impact sports is associated with a lower fat mass and higher lean mass in girls during puberty. In addition, girls who practise high-impact sports (football, basketball and handball) have higher bone mass compared to those who practise low-impact sports (swimming). During puberty, bone mass is related to lean mass, cardiorespiratory fitness and weekly hours of sports practice. Also, vigorous physical activity does not seem to explain the association between fitness (cardiorespiratory and muscular) and bone parameters (bone mineral density and hip geometry), while lean mass plays a key role in this association in young males. Finally, a hard-playing surface, with less vertical deformation and force reduction and with higher energy return, is associated with higher levels of bone mass in girls, regardless of the sport they practise. Future research is needed to know the influence of the playing surfaces on sports injuries, to find a balance between bone development and injury prevention.
5. Optimisation of management in sports companies

Performance optimisation in sport is usually seen as improvement in physical and sports performance. However, there is another field that has been studied on performance improvement: sports management, in this case, through the optimisation of business performance in sports organisations. We understand that this field of study is vital for sports development, as growth and quality improvement in sports organisations will help improve resources and installations available for athletes, as well as reducing barriers for sports practice. Following the evolution of research by the IGOID Group in these sections, we can find three work areas in which the group has collaborated: i) management models and systems; ii) finance of local sports management; iii) fitness sector management. We will divide this section into these areas.

Management models and systems

In this area we can find the first article of international relevance published by this group. This paper analyses manager requirements for sports facilities to obtain comprehensive sports management through a qualitative research by a group of experts. In this paper, needs were anticipated that are currently a reality, like management using mobile devices or different billing elements, timetables and clients that are now incorporated into popular CMS software (i.e. customer relationship management software, a kind of software usually used by sports centres and marketed by several companies).

After which, the IGOID Group started to work on big data concepts applied to sport, in this case, from a management point of view. Taking advantage of the data published in the Spanish sports facilities census, two studies were published. In the first research a performance measurement system in terms of sports facility availability is presented, obtaining a synthetic indicator that allows cataloguing Spanish regions based on the development of their sports infrastructure. After a factorial analysis, a total indicator is created, as well as three partials ones based on density, quantity and quality of sports facilities. In the second research an analysis of the influence of the socioeconomic environment on the sports infrastructure development was carried out, finding clear relationships. Thus, the level of physical activity practice and the economic level of the population are significantly related with the development of sports infrastructure (Table 2).
Table 2. Pearson’s correlation between sports infrastructure development and socioeconomic factors (adapted from 47)

<table>
<thead>
<tr>
<th>Sports infrastructure development</th>
<th>GDP per capita</th>
<th>Unemployment rate</th>
<th>Market share per capita</th>
<th>Tourism index per capita</th>
<th>Index of economic activity per capita</th>
<th>Physical activity index</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.541*</td>
<td>-0.142</td>
<td>0.400</td>
<td>0.585*</td>
<td>0.385</td>
<td>0.561*</td>
<td></td>
</tr>
</tbody>
</table>

Note: * = \( p<0.005 \)

Finance of local sports management

Public administration has undergone many changes in its interests since the implementation of New Public Management. Since then, interest in performance assessment and measurement has increased.\(^{48}\) Within the most affected different local public services, we can find municipal sports services given their growth over the years.\(^{47}\) Generally, local public sports services, in most of the European and South American countries, work to provide access to sports facilities and activities for all sectors of the population and to achieve the highest levels of physical activity among their population.\(^{49}\) To do this, they manage sports activities, as well as their own sports facilities.\(^{50,51}\)

Therefore, a series of studies have been developed to show the reality regarding the performance of municipal sports services, with a view of improving their management and marking data that allows to set achievable and realistic performances targets. In this sense, the researches\(^{52,53}\) are highlighted. In these studies, the IGOID Group shows national reference values and a benchmark of financial condition (i.e. system for analysing the economic performance of municipal services,\(^{54}\)) in municipal sports agencies from 2002 to 2011 (Table 3). Thanks to these results, it was demonstrated that management performance results that theoretically were correct (and up to now were taken as reference points) underestimate or overestimate the results that could be considered as good or bad depending on the reality of the sector. After this, the study is extended by García-Unanue et al.\(^{55}\), who analysed how the environment can affect these indicators, in a way that the importance of each decision on the performance results can be considered and which part can be attributed to uncontrollable environmental factors. The study shows that in the case of municipal sports services the political orientation does not
have a clear effect, while the population is determinant, making the service management in big populations more difficult.
### Net Saving Index per capita

<table>
<thead>
<tr>
<th>Year</th>
<th>p25</th>
<th>p50</th>
<th>p75</th>
<th>%</th>
<th>mean</th>
<th>sd</th>
<th>CV</th>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>-0.369</td>
<td>0.539</td>
<td>2.178</td>
<td>66.667</td>
<td>1.219</td>
<td>5.126</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>-0.426</td>
<td>0.797</td>
<td>1.961</td>
<td>68.041</td>
<td>0.855</td>
<td>5.914</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>-0.536</td>
<td>0.694</td>
<td>2.323</td>
<td>64.840</td>
<td>1.111</td>
<td>5.079</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>-0.032</td>
<td>0.699</td>
<td>2.360</td>
<td>73.934</td>
<td>1.767</td>
<td>6.467</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>-0.135</td>
<td>0.799</td>
<td>2.375</td>
<td>70.142</td>
<td>1.086</td>
<td>6.989</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>-0.481</td>
<td>0.700</td>
<td>2.793</td>
<td>67.111</td>
<td>2.221</td>
<td>7.660</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td>-0.851</td>
<td>0.546</td>
<td>2.608</td>
<td>64.186</td>
<td>0.872</td>
<td>5.063</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>-0.383</td>
<td>0.616</td>
<td>3.053</td>
<td>69.484</td>
<td>1.207</td>
<td>6.480</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>-0.713</td>
<td>0.585</td>
<td>3.083</td>
<td>64.384</td>
<td>1.424</td>
<td>6.038</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>-1.070</td>
<td>0.385</td>
<td>2.144</td>
<td>63.333</td>
<td>0.520</td>
<td>6.118</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>WP</td>
<td>-0.450</td>
<td>0.636</td>
<td>2.388</td>
<td>67.181</td>
<td>1.237</td>
<td>6.155</td>
<td>n.a.</td>
<td></td>
</tr>
</tbody>
</table>

### Non-Financial Budgetary Result Index

<table>
<thead>
<tr>
<th>Year</th>
<th>p25</th>
<th>p50</th>
<th>p75</th>
<th>%</th>
<th>mean</th>
<th>sd</th>
<th>CV</th>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>1.039</td>
<td>0.993</td>
<td>0.964</td>
<td>57.658</td>
<td>1.016</td>
<td>0.140</td>
<td>0.137</td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>1.034</td>
<td>0.997</td>
<td>0.958</td>
<td>55.155</td>
<td>1.004</td>
<td>0.120</td>
<td>0.120</td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>1.034</td>
<td>0.998</td>
<td>0.955</td>
<td>56.164</td>
<td>1.008</td>
<td>0.126</td>
<td>0.125</td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>1.018</td>
<td>0.991</td>
<td>0.942</td>
<td>63.981</td>
<td>0.993</td>
<td>0.150</td>
<td>0.151</td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>1.022</td>
<td>0.991</td>
<td>0.946</td>
<td>62.085</td>
<td>0.987</td>
<td>0.104</td>
<td>0.105</td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>1.024</td>
<td>0.993</td>
<td>0.947</td>
<td>61.778</td>
<td>0.984</td>
<td>0.123</td>
<td>0.125</td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td>1.045</td>
<td>0.998</td>
<td>0.950</td>
<td>53.953</td>
<td>1.008</td>
<td>0.133</td>
<td>0.132</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>1.032</td>
<td>0.998</td>
<td>0.955</td>
<td>55.399</td>
<td>1.015</td>
<td>0.173</td>
<td>0.171</td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>1.034</td>
<td>0.999</td>
<td>0.959</td>
<td>52.511</td>
<td>1.000</td>
<td>0.126</td>
<td>0.126</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>1.056</td>
<td>1.000</td>
<td>0.970</td>
<td>52.857</td>
<td>1.032</td>
<td>0.171</td>
<td>0.165</td>
<td></td>
</tr>
<tr>
<td>WP</td>
<td>1.032</td>
<td>0.996</td>
<td>0.955</td>
<td>57.176</td>
<td>1.005</td>
<td>0.139</td>
<td>0.138</td>
<td></td>
</tr>
</tbody>
</table>

Note: % = Percentage of institutions with adequate theoretical results; WP = Whole Period.

**Table 3.** Descriptive statistics, benchmarks and ANOVA results

---
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### Self-Financing

<table>
<thead>
<tr>
<th>p25</th>
<th>p50</th>
<th>p75</th>
<th>%</th>
<th>mean</th>
<th>sd</th>
<th>CV</th>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.182</td>
<td>0.306</td>
<td>0.460</td>
<td>21.622</td>
<td>0.355</td>
<td>0.272</td>
<td>0.767</td>
<td></td>
</tr>
<tr>
<td>0.176</td>
<td>0.278</td>
<td>0.462</td>
<td>22.165</td>
<td>0.352</td>
<td>0.283</td>
<td>0.803</td>
<td></td>
</tr>
<tr>
<td>0.173</td>
<td>0.295</td>
<td>0.477</td>
<td>21.005</td>
<td>0.353</td>
<td>0.274</td>
<td>0.778</td>
<td></td>
</tr>
<tr>
<td>0.169</td>
<td>0.284</td>
<td>0.441</td>
<td>19.431</td>
<td>0.325</td>
<td>0.233</td>
<td>0.717</td>
<td></td>
</tr>
<tr>
<td>0.173</td>
<td>0.285</td>
<td>0.455</td>
<td>19.905</td>
<td>0.325</td>
<td>0.228</td>
<td>0.702</td>
<td></td>
</tr>
<tr>
<td>0.175</td>
<td>0.264</td>
<td>0.432</td>
<td>17.333</td>
<td>0.316</td>
<td>0.222</td>
<td>0.702</td>
<td></td>
</tr>
<tr>
<td>0.187</td>
<td>0.265</td>
<td>0.412</td>
<td>17.674</td>
<td>0.317</td>
<td>0.211</td>
<td>0.666</td>
<td></td>
</tr>
<tr>
<td>0.183</td>
<td>0.283</td>
<td>0.448</td>
<td>20.657</td>
<td>0.326</td>
<td>0.212</td>
<td>0.650</td>
<td></td>
</tr>
<tr>
<td>0.188</td>
<td>0.303</td>
<td>0.484</td>
<td>23.288</td>
<td>0.362</td>
<td>0.298</td>
<td>0.822</td>
<td></td>
</tr>
<tr>
<td>0.193</td>
<td>0.304</td>
<td>0.486</td>
<td>24.286</td>
<td>0.358</td>
<td>0.239</td>
<td>0.667</td>
<td></td>
</tr>
<tr>
<td>0.178</td>
<td>0.287</td>
<td>0.453</td>
<td>20.711</td>
<td>0.339</td>
<td>0.249</td>
<td>0.735</td>
<td></td>
</tr>
</tbody>
</table>

\[ F = 1.204 \ p = 0.288 \]

### Current Expenditures per capita

<table>
<thead>
<tr>
<th>p25</th>
<th>p50</th>
<th>p75</th>
<th>%</th>
<th>mean</th>
<th>sd</th>
<th>CV</th>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.586</td>
<td>30.775</td>
<td>43.896</td>
<td>n.a.</td>
<td>36.890</td>
<td>28.074</td>
<td>0.761</td>
<td></td>
</tr>
<tr>
<td>19.909</td>
<td>31.508</td>
<td>44.290</td>
<td>n.a.</td>
<td>36.067</td>
<td>24.111</td>
<td>0.669</td>
<td></td>
</tr>
<tr>
<td>21.285</td>
<td>34.266</td>
<td>51.476</td>
<td>n.a.</td>
<td>41.031</td>
<td>34.859</td>
<td>0.850</td>
<td></td>
</tr>
<tr>
<td>21.270</td>
<td>34.705</td>
<td>50.609</td>
<td>n.a.</td>
<td>41.474</td>
<td>33.336</td>
<td>0.804</td>
<td></td>
</tr>
<tr>
<td>23.393</td>
<td>36.848</td>
<td>54.987</td>
<td>n.a.</td>
<td>44.392</td>
<td>38.325</td>
<td>0.863</td>
<td></td>
</tr>
<tr>
<td>25.253</td>
<td>40.351</td>
<td>61.266</td>
<td>n.a.</td>
<td>47.299</td>
<td>37.213</td>
<td>0.787</td>
<td></td>
</tr>
<tr>
<td>25.212</td>
<td>41.498</td>
<td>63.919</td>
<td>n.a.</td>
<td>49.620</td>
<td>38.797</td>
<td>0.782</td>
<td></td>
</tr>
<tr>
<td>27.277</td>
<td>41.991</td>
<td>63.150</td>
<td>n.a.</td>
<td>50.413</td>
<td>40.126</td>
<td>0.796</td>
<td></td>
</tr>
<tr>
<td>25.357</td>
<td>39.528</td>
<td>58.654</td>
<td>n.a.</td>
<td>48.386</td>
<td>44.188</td>
<td>0.913</td>
<td></td>
</tr>
<tr>
<td>23.440</td>
<td>38.555</td>
<td>57.126</td>
<td>n.a.</td>
<td>47.147</td>
<td>44.656</td>
<td>0.947</td>
<td></td>
</tr>
<tr>
<td>23.010</td>
<td>36.905</td>
<td>55.800</td>
<td>n.a.</td>
<td>44.337</td>
<td>37.208</td>
<td>0.839</td>
<td></td>
</tr>
</tbody>
</table>

\[ F = 4.130 \ p < 0.001 \]
Fitness sector management

After analysing the performance of the public sports sector, the following question arises: What happens with the financial performance of the private sector? First, it is necessary to point out that the private sports sector orientated towards sport for-all is mainly developed for the fitness sector. The fitness sector has grown enormously in recent years, with strong chains and companies that each year have created aggressive expansion plans. However, over the last years, performance problems have begun, with annual client turnover rates of between 60.5 and 70% and a decline in profits. Therefore, the IGOID Group analysed the financial performance of the fitness sector over recent years, trying to detect the focus of the problem to improve performance of this sector, and in this way, improve access and quality of sports practice. Thus, Rodríguez-Cañamero et al. detected lower net income over the last years, varying by size of company, in a way that the sports centres managed by microenterprises or small companies mostly exhibited these lower profits. As we can see in Figure 4, the most notable changes in the incomes and profits are in 2008, the year of the beginning of the economic crisis, and in 2012, when the VAT (value added tax) was increased. However, there is no clear trend in medium and large companies. Therefore, public strategies and policies should focus on microenterprises and small companies to facilitate the sustainability and survival of this sector.
Figure 4. Evolution of fitness company results. The graphs are prepared at different scales.

Conclusions

This part has shown another vision of performance in sport, focusing on sports management. Good management of sports companies, public entities or clubs is vital for the health of sports systems. It is good management that breaks down practice barriers and endows the necessary resources for sports development at all levels. For this reason, the IGOID Group has materialised the research on performance of sports organisation, as if they were athletes with the aim of improving their results. Furthermore, the researches cover real problems in the different sectors.
of sports management such as sports facilities management, municipal sports agencies or the fitness sector, providing lines of intervention and improvement.
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Propulsive forces and their efficient application during swimming performance

Vassilios Gourgoulis

This Chapter is dedicated to the memory of Prof. Robert E. Schleihauf (1948 – 2016), one of the pioneers in the estimation of the propulsive forces in swimming

When a swimmer’s body is immersed into the water, the force of gravity acts on it and pulls it downward. Fortunately, the force of buoyancy pushes the body upwards, against the force of gravity, helping the swimmer to float. During swimming, when the swimmer’s muscles contract to flex or to extend the joints, moving the limbs, propulsive forces are generated to displace the body forward. However, because the limbs and the body move through water, which is nearly 800 to 1000 times denser than the air, resistive forces hinder the swimmer’s forward motion. Consequently, any flaw is magnified exponentially in comparison with locomotion through the air and the importance of the technique during displacement through the water increases.¹

Although it is not existing a single “perfect” technique for all swimmers, there are principles that could be applied to be decided if a swimmer’s technique is “good” or not. In this context, the forces acting on the swimmer’s body should be examined. To increase forward speed, swimmers should reduce the resistive forces in comparison with the propulsive forces or overcome the resistive forces applying greater propulsive forces. However, the propulsive forces should not only be greater than the resistive forces, but should also be applied efficiently, with the least waste in effort. To be applied efficiently, the resultant propulsive force should be aimed as much as possible forward (along the desired swimming direction) and should not be wasted in other directions, giving unnecessary kinetic energy to the water.²,³,⁴,⁵,⁶

Resultant and effective force

When a swimmer’s arm moves through water, at each instant of time a resultant propulsive force is produced by the swimmer’s hand (Figure 1). However, not all of this force is directed horizontally forward, along the

---

¹. Department of Physical Education and Sport Science, School of Physical Education and Sport Science, Democritus University of Thrace, Komotini, Greece
desired swimming direction. Only an amount is aimed horizontally forward, and this is the component of the resultant propulsive force in the horizontal axis, which coincides with the desired swimming direction. This component is called effective force (Figure 2).

Figure 1: During an underwater arm stroke a resultant propulsive force is produced by the swimmer’s hand at each instant of time.

Figure 2: Not all, but only an amount of the resultant propulsive force is directed horizontally forward along the desired axis of swimming propulsion. This component is called effective force.
Swimmers should try as much as possible of the resultant force to be aimed horizontally forward, along the desired swimming direction, increasing the magnitude of the effective force. The magnitude of these two forces, the resultant propulsive force and the effective force, should be as close together as possible. In this case, a great fraction of the external power produced by the swimmer’s muscles is transformed into useful thrust. On the contrary, when the force generated by the swimmer is wasted in undesirable directions, the effective force is much smaller than the resultant force. An amount of force is dissipated in giving useless energy to the water, without contributing to propulsion, and may cause undesirable sideways and vertical deviations of the body increasing the resistive forces.

Understanding the propulsive force

Although it is not yet quite clear the whole mechanism for the generation of the propulsive forces, it has been proved that when a swimmer’s hand moves through water the pressure at the trailing (the back) side of the hand is reduced and the pressure at the leading (the palmar) side of the hand is increased. Thus, a pressure difference between the leading (high pressure area) and the trailing (low pressure area) side of the hand is formed, which generates a complex collection of force vectors that act from the water onto the hand and for simplifying reasons could be represented as a resultant force.

To understand this resultant propulsive force it can be decomposed, as any vector, into its three perpendicular components, according to the three fingers rule of the right hand, along the X, the Y and the Z axes. The component of the resultant force along the X-axis is defined to be opposite to the direction of the hand movement, which is determined by its resultant velocity vector. This component is called drag force. The rest two components of the resultant force along the Y and Z axes create a force vector, which is perpendicular to the drag force vector and the direction of the hand’s motion. This force is called lift. Thus, the lift force vector actually has two components and lies in a plane that is perpendicular to the direction of motion. Resolving the resultant force into its components (the drag and the lift forces), they can be used to understand the forces that act on a swimmer’s hand.
Figure 3: The resultant force vector can be projected along each axis (X, Y, Z) of the coordinate system and be decomposed into its three perpendicular components.

Figure 4: The resultant propulsive force vector can be resolved into the drag and the lift force. The drag force is the component of the resultant force opposite to the resultant velocity of the hand and the lift force lies in a plane perpendicular to the drag force and the resultant velocity of the hand.

During the underwater arm stroke, at each instant of time the resultant propulsive force can be broken down into these two components: the drag force and the lift force. For instance, in front crawl swimming (Figure 5), at the final part of the entry and catch phase (which lasted from the hand’s entry into the water until the beginning of its backward motion), because the hand moves downward the drag force (which by definition is opposite to the direction of the hand’s motion) would be aimed upward and the lift force (which by definition is perpendicular to the motion of the hand and to the drag force) would be aimed forward. At the end of the pull phase (which lasted from the beginning of the hand’s backward motion until the time where the hand crosses the transverse
plane passing through the shoulder joint), because the hand moves backward and slightly upward, the drag force would be aimed forward and slightly downward, and the lift force would be aimed upward and slightly forward. At the final part of the push phase (which lasted from the end of the pull phase until the hand’s exit out of the water), because the hand moves upward, the drag force would be aimed downward, and the lift force would be aimed forward. The resultant propulsive force is always a combination of the drag and the lift propulsive forces.\textsuperscript{13,16,17,18}

\textbf{Figure 5:} At each instant of time the resultant propulsive force (vector with double line) can be decomposed into two components: the drag (vector with solid line) and the lift force (vector with dashed line).

\textbf{The drag force}

The drag force is by definition opposite to the direction of the motion of a limb. This means that, for instance, when the hand moves backward the drag force would be directed forward. At each instant of time, the direction of hand’s motion is determined by the direction of the resultant velocity vector of the hand and thus, the drag force is always opposite to the direction of hand’s velocity vector.\textsuperscript{13}

The faster the motion of the hand and the bigger the surface area of the hand, the greater is the drag force acting in the opposite direction of the hand’s motion, because according to the hydrodynamic equation (1), the drag force is proportional to the square of the resultant velocity of the hand and the surface area of the hand:
The lift force lies by definition in a plane perpendicular to the direction of the hand’s motion and the drag force vector,15,16 and thus is always perpendicular to the direction of the flow passing the moving hand.13

Similar to the drag force, the faster the motion of the hand and the bigger the surface area of the hand, the greater is the lift force that is acting perpendicular to the hand’s motion, because according to the hydrodynamic equation (2), the lift force is proportional to the square of the resultant velocity of the hand and the surface area of the hand:

$$F_{LIFT} = \frac{1}{2} \cdot C_{LIFT} \cdot \rho \cdot v^2 \cdot S$$  \hspace{1cm} (2)

where, $C_{LIFT}$ is the hydrodynamic coefficient of lift, $\rho$ is the density of the water, $v$ is the hand’s resultant velocity and $S$ is the surface area of the hand.

The direction of the resultant propulsive force

As it is already mentioned, when the swimmer’s hand moves through water, the direction of its motion is determined by its resultant velocity vector and due to the pressure difference between the leading and the trailing side of the hand a resultant propulsive force is created. This force can be decomposed into three components. The force component opposite to the resultant velocity vector of the hand (and the direction of the motion of the hand) is called drag force. The other two components can be composed into the lift force vector, which by definition lies always in a plane perpendicular to the drag force vector and the resultant velocity vector of the hand. Thus, for reductive, simplifying and understanding reasons, the force generated by a swimmer’s hand can be resolved into the drag and the lift propulsive forces.1 However, actually, the swimmers did not and cannot feel the drag and the lift forces. They feel only the resultant force, due to the differential pressure.7 Moreover, this approximation is a “quasi-steady state” approach, where it is assumed
that the motion of the hand and the water flow velocity is constant and it is not taken into account the unsteady nature of the swimmer’s propulsion,\textsuperscript{5,9,13,14,16,18} as will be discussed in detail at the end of this chapter.

For an efficient arm stroke, the resultant propulsive force should be aimed as much as possible horizontally forward, along the desired swimming direction, while forces acting in other directions are inefficient, require an amount of energy without contributing to propulsion, and may cause undesirable sideways and vertical deviations of the body increasing the resistive forces.\textsuperscript{4,6}

Consequently, two questions arise:

- \textit{On what depends the direction of the resultant propulsive force?}
- \textit{How can a swimmer modify the direction of the resultant propulsive force to be aimed mainly horizontally forward?}

During an arm stroke, at each instant of time, the lift force is perpendicular to the drag force and the resultant propulsive force is the vector sum of the drag and the lift force vectors. Thus, modifying appropriately the magnitude and the relative contribution of the drag and the lift force vectors changed also the direction of their resultant force\textsuperscript{18} (Figure 6).

\textbf{Figure 6:} Modifying appropriately the magnitude and the relative contribution of the drag and lift force vectors changed also the direction of their resultant force (a and b: during the pull phase; c and d: during the push phase) (modified from Gourgoulis et al.\textsuperscript{19}).
The next question arises is:

- *How can a swimmer modify the relative contribution of the drag and lift force?*

To answer this question, the parameters that determine the magnitude of the drag and lift forces should be examined. According to the hydrodynamic equations (1) and (2), the drag and the lift force depend on the density of the water ($\rho$), the surface area of the hand ($S$), the square of the hand’s resultant velocity ($v^2$) and the hydrodynamic coefficient of drag ($C_{\text{DRAG}}$) and the hydrodynamic coefficient of lift ($C_{\text{LIFT}}$), respectively.

For a swimming pool the density of the water ($\rho$) is given and for a particular swimmer the surface area of the hand ($S$) is also unchangeable, unless hand paddles are used, which increase the pulling surface of the hand. However, their use is not allowed in competition. The resultant velocity of the hand ($v$) can be changed, but this modification would affect both the drag and the lift forces to the same extent. Thus, the only remaining tool is to manage properly the drag and lift hydrodynamic coefficients.$^{18}$

Both coefficients depend on the inclination and the orientation of the hand, which is determined by two angles: the pitch angle and the sweep-back angle of the hand.$^{13}$

**The pitch angle of the hand**

The pitch angle, which is also called “angle of attack”, is the angle formed between the plane of the hand and the resultant velocity vector of the hand, which determines the direction of motion of the hand$^{13,19,20}$ (Figure 7).

![Figure 7: The pitch angle of the hand is the angle between its plane and its resultant velocity vector.](image)
In swimming, during the underwater motion of the hand, at each instant of time the inclination of the plane of the hand is changed, as well as the direction of its resultant velocity vector. Consequently, the pitch angle of the hand is also changed. For instance, in front crawl, during the entry and catch phase the pitch angle is small, during the pull phase it is large and during the final part of the push phase it becomes small again\(^2\) (Figure 8).

![Diagram of swimming phases](image)

**Figure 8**: In front crawl swimming, during the entry and catch phase the pitch angle is small, during the pull phase it is large and during the end of the push phase it becomes small again.

**The sweepback angle of the hand**

The sweepback angle defines the leading edge of the hand motion, projecting the hand’s resultant velocity vector onto its plane. For instance, when the thumb side leads the hand motion the sweepback angle is zero (0) degrees, when the fingertips lead the motion the sweepback angle is 90 degrees, when the little finger side leads the motion the sweepback angle is 180 degrees and when the wrist leads the hand motion the sweepback angle is 270 degrees\(^{13,19,20}\) (Figure 9).
Figure 9: The sweepback angle of the hand defines the leading edge of the hand motion.

During the arm stroke, for instance in front crawl swimming, the sweepback angle is continuously changed, because different sides of the hand lead the motion, and thus the sweepback angle varies (Figure 10).

Figure 10: The sweepback angle varies during the underwater arm stroke in front crawl swimming because different sides of the hand lead the motion.
The hydrodynamic coefficients of the hand

The hand’s hydrodynamic coefficients are dimensionless quantities, which depend mainly on the inclination (pitch angle) and the orientation (sweepback angle) of the hand.

Schleihauf\textsuperscript{13} measured the forces acting onto a hand model and, using the hydrodynamic equations (1) and (2), determined drag and lift hydrodynamic coefficients for discrete inclinations and orientations of the hand model under steady – state conditions, in which the water flow velocity was constant. The values of these coefficients are presented as curves versus pitch angle for discrete sweepback angles of the hand (Figure 11).

However, it seems that Schleihauf\textsuperscript{13} decomposed the resultant force in only two dimensions and calculated hydrodynamic coefficients for the drag force and only one of the two lift force components. Schleihauf’s work was extended by Berger et al.\textsuperscript{15} and Sanders\textsuperscript{16} calculating hydrodynamic coefficients for all three components of the resultant force. Furthermore, Sanders\textsuperscript{16} presented the drag and the two lift hydrodynamic coefficients as continuous three-dimensional surfaces, enabling a more accurate determination of the coefficients’ values for any possible pitch and sweepback angle during actual swimming (Figure 12).

![Figure 11: Lift and drag hydrodynamic coefficients of the hand versus the pitch angle of the hand (0 to 90 degrees) for a given sweepback angle of 45 degrees (modified from Schleihauf\textsuperscript{13}).]
Observing these coefficients, despite the discrepancies in their magnitude, arises that when the pitch angle of the hand takes high values, the values of the drag hydrodynamic coefficient are high. This means, for instance, that during an underwater arm stroke when the plane of the hand is almost perpendicular to the direction of the motion of the hand, and the hand “presses” the water, the drag force values would be high. On the contrary, when the pitch angle of the hand is small to medium, and the hand “slices” through the water, the drag force generated by the hand would be small. Concerning the values of the lift hydrodynamic coefficients it appears that when the pitch angle of the hand takes high values, the lift force values are low, while at small to medium pitch angles, where the hand “slices” through the water, the lift force generated by the hand is large.

To understand the major role and the importance of the pitch angle of the hand on the magnitude of the drag and the lift hydrodynamic coefficients and consequently on the magnitude and the relative contribution of the drag and lift forces, a very simple experiment could be done. Driving a car, if someone stretch his or her arm out of the window, holding the hand with the palm faced downward at a pitch angle of near zero (0) degrees, the drag force of the air will push the hand and arm slightly backward, without any elevation. This means that no lift force would be experienced. If the pitch angle of the hand is changed with the palm facing the direction of car’s motion to about 35 degrees, an increase in pressure in the palmar side of the hand takes place and the magnitude of both the drag and lift force components acting on the hand will increase. Now the hand will be pulled back even more than before, due to the increased drag force component, while simultaneously the lift force component will push the hand upwards. If the pitch angle of the hand
is changed to minus 35 degrees, the air above the back side of the hand will have an increase in pressure, and the air pressure on the palmar side of the hand will be decreased. Now, the lift force component acting on the hand will be aimed downward, and the hand will move downward and backward. If the hand is holding at a pitch angle of 90 degrees, only the drag force of the air will push the hand and arm much more backward than before, and no lift force will be experienced. So, it is obvious that large pitch angle results in the generation of a large drag force, while a medium to small pitch angle results in a large lift force.\textsuperscript{1,22}

From the above it is concluded that, since the magnitude of the drag and lift hydrodynamic coefficients depend on the orientation and the inclination of the hand, changing the sweepback and, especially and more importantly, the pitch angle of the hand, changed also the magnitude and the relative contribution of the drag and lift forces.

The question arises now is:

- *Why is it so important to know which of the two forces, the lift or the drag force, makes the greater contribution to propulsion?*

**The stroking pattern**

The knowledge of the type of the propulsive force, the drag or the lift force, with the greater contribution has significant implications for swimming technique, because it determines the emphasis of the propulsive movements during the stroke and consequently the movement pattern that should be used.\textsuperscript{1} If the drag force has the greater contribution to propulsion the stroking pattern should be primarily backwards and the swimmers should “press” the water with their hands using large pitch angles. If the lift force has the greater contribution the emphasis should be given to large lateral and vertical movements and the swimmers should “sweep” their hands with small pitch angles.\textsuperscript{11}

It is observed that high-skilled swimmers pull their hands primarily diagonally backwards against the water, rather than emphasize lateral movements, in all strokes other than breaststroke.\textsuperscript{2,16} Even in breaststroke, during the in-sweep phase a diagonally in and slightly backward motion results in a better and more efficient orientation of the resultant force forward, along the swimming direction, in comparison with a pure inward motion.\textsuperscript{13} When the hand moves backwards with a large pitch angle the drag force is the major contributor to the resultant force generated by the hand. On the contrary, the contribution of the lift force is maximized when the pitch angle of
the hand reaches medium values. However, even then, the contribution of the drag force is also important as the contribution of the lift force.

Nevertheless, even though the stroking pattern of the hand should be predominantly backward, swimmers do not and should not move their hands exactly straight backwards. The stroking pattern aims not only to create propulsive forces, but also to counteract rotational forces. Thus, there is always some element of sideways movements that occur to satisfy reaction accommodations, for instance, due to breathing, the body roll and/or the recovering of the other arm. Moreover, a small amount of sideways movements contributes in a more effectively use of the muscle and lever systems, increases the propulsive impulse lengthening the distance travelled by the hand and helps to continually find still water to accelerate backwards.\cite{2,11,23,24}

To become efficient, for instance during front crawl swimming, swimmers should navigate their arms in such a manner that their palms should always face toward their feet and actually “press” the water with their hands primarily backwards with large pitch angles during the middle part of the stroke and “sweep” their hands diagonally backward, outward and upward, with small pitch angles and with a little-finger-ward out sweep motion during the final part of the underwater arm stroke.\cite{25,26} Pitching their hands with such a manner, in the middle part of the stroke, during the pull phase, swimmers are taking advantage of drag forces, with a smaller contribution of the lift forces, due to the larger pitch angle of the hand, and in the final part of the stroke, during the push phase, they generate more lift than drag force, due to the smaller pitch angle of the hand.\cite{2,11,18,23,24} With such navigation of the hand, the resultant force would be aimed more in the desired direction (forward) and the effective force would not be much smaller than the resultant force (Figure 13).

Consequently, in all swimming strokes other than breaststroke, swimmers should try to “press” the water primarily backwards toward their feet and slightly diagonally outward, without a big and exaggerated “S”-shaped pulling pattern (Figure 14). A slight “S” is acceptable, but large sweeping motions, emphasizing lateral movements, should be avoided\cite{2,27} whereas in front crawl it is suggested that as the race distance decreases and the swimming speed becomes more important, a straighter arm pull should be adopted.\cite{28} The resultant force is always a combination of drag and lift forces, but their relative contribution changes along the stroke, while the statement of the overall domination of the drag or the lift force is an oversimplification.\cite{18}
Figure 13: (a) Relative contribution of the drag and lift force in front crawl swimming. (b) Resultant and effective force in front crawl swimming.
Figure 14: Stroke pattern in front crawl swimming relative to swimmer’s body. For an efficient application of the propulsive forces in front crawl the swimmers should “press” the water primarily backwards and slightly diagonally outward, without emphasizing lateral movements.

Summarizing …

Question: How can a swimmer modify the direction of the resultant force to be aimed mainly horizontally forward?
Answer: Modifying appropriately the magnitude and the relative contribution of the drag and lift forces.

Question: How can a swimmer modify the relative contribution of the drag and the lift forces?
Answer: Modifying the inclination and orientation of the hand, by changing the pitch and the sweepback angle of the hand.

Question: How can a swimmer modify appropriately the pitch and the sweepback angle of the hand?
Answer: Using an arm stroke pattern in a predominantly backward direction.

Limitations and perspectives
The most popular procedure for estimating the propulsive forces generated by a swimmer’s hand uses a combination of kinematic data derived from underwater three-dimensional kinematic analysis of the hand’s movement and predetermined hydrodynamic coefficients for the hand obtained from water channel experiments with hand models. Calculating, from the kinematic data, the pitch and the sweepback angles of the swimmer’s hand at each instant of time during an underwater
stroke, it is possible to determine the values of the drag and lift hydrodynamic coefficients, and using the hydrodynamic equations (1) and (2) to estimate the magnitude of the drag and lift forces, the magnitude and the direction of their resultant force and the magnitude of the effective force.

However, using this approach there are a lot of limitations. Although the directions of the drag and the lift forces can be determined with accuracy, their exact magnitude is not easy to be specified. The drag and lift forces are not measured directly. Instead, they are estimated indirectly from kinematic data and specific hydrodynamic coefficients. Therefore, there are some errors derived from the calibration of the recorded space, from the distortion during underwater recordings, from the digitizing of the selected points onto the hand and from the calculation of pitch and sweepback angles of the hand. Moreover, the magnitude of the hydrodynamic coefficients is not only a function of the pitch and the sweepback angles of the hand, but also depends on the shape of the hand’s model and the position of the fingers (especially the position of the thump).

Using the above mentioned methodology to estimate the propulsive forces produced by a swimmer’s hand, which is called the “quasi-steady state” approach, it is assumed that the flow under steady conditions in a water channel is comparable to the flow during actual swimming. Moreover, only the hand’s speed, inclination and orientation relative to the flow were considered, while the time-variant properties of force generating mechanisms are ignored. It is assumed that the overall flow field does not change very quickly with time. However, swimmers do not move their hands and arms in steady conditions. Their stroke paths are usually curved and their propelling segments accelerate, decelerate and change their orientation, as they move through water. This means that their motion, and consequently the water flow around them, is unsteady. Thus, the “quasi-steady state” hydrodynamic theory is insufficient to describe the mechanisms by which humans propel themselves through water. The propulsive forces generated by a swimmer’s hand depend not only upon the size, the shape, the inclination, the orientation and the velocity of the hand, but also the effects of the acceleration should be taken into account. Sanders, by measuring the forces acting on an accelerating hand showed that accelerations have large effects on the total force and so must be considered in addition to the instantaneous speed when estimating forces from time records of hand motion. When the supplementary forces due to the acceleration
of the hand are considered the estimated magnitude of the propulsive forces increased.\textsuperscript{18} On the contrary, when the acceleration of the hand is not included, as in the “quasi–steady state” approach, these additional forces are neglected.\textsuperscript{36}

Moreover, in the “quasi–steady state” approach, the forces produced due to the vortex production and the rotation of the arm are not considered. However, when a swimmer’s hand moves through water, trailing vortices are created at the back side of the hand and detached from the hand’s surface. These vortices, because of the high circulation of the water, increase the flow velocity enhancing the reduction of the water pressure behind the hand.\textsuperscript{7,9,12} A remarkable amount of momentum is generated through this process of vortex production and shedding, and swimmers can generate unsteady forces in addition to the steady forces.\textsuperscript{8,12} Moreover, due to the fact that the arm movement is not only a translation through water, but instead is mainly a complicated combination of translation and rotation, the tangential velocity near the hand is higher than near the elbow and near the shoulder, causing a velocity gradient of the water close to the limb. This induces an accelerating axial water flow component and an axial pressure gradient along the arm and hand towards the fingertips, which seems to be more abrupt at the trailing than at the leading side of the limb. Due to this axial pressure gradient, the local pressure of the affected water close to the limb is decreased towards the fingertips and the circumferential pressure difference between the leading (high pressure area) and the trailing (low pressure area) side of the hand, due to its translational movement, is enhanced increasing the magnitude of the propulsive forces.\textsuperscript{10}

Furthermore, most of the attention has been paid to what the hand does. However, the forearm,\textsuperscript{35,37} and even the lower part of the upper arm,\textsuperscript{38} provide also effective propelling surfaces and their contribution on the propulsive forces should also be considered.

Studying the water’s behaviour in the wakes and measuring its flow around a swimmer’s limb or the whole body, it is likely to understand the resulting forces that are generated. Thus, more sophisticated methods, like Computational Fluid Dynamics (CFD), Particle Image Velocimetry (PIV) and SWimming hUman Model (SWUM), should be used to understand how the water reacts to the swimmer’s movements. CFD is a numerical simulation technique to study the fluid flow, PIV is a quantitative flow visualization method that can be used to provide measurements of the instantaneous velocity vectors and related properties, such as normal and shear stress, in actual fluids and SWUM is a simulation model,
which considers rigid body dynamics and unsteady fluid forces for the whole body. Although these methods have also some limitations and demerits, combining the findings from CFD, PIV and SWUM, in conjunction with direct pressure measurements, could help researchers, coaches and swimmers greatly in visualizing and understanding the complicated fluid dynamic mechanisms that generate propulsive forces in human swimming.
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Hyperthermia and dehydration in competitive swimmers: current aspects and recommendations
Orlando Laitano¹,², Lara Elena Gomes¹, Alex J. Mattingly² and Flávio Antônio de Souza Castro³

Introduction
Swimming is one of the most popular Olympic sports, with individual events in freestyle, backstroke, breaststroke, butterfly and medley. In addition to these individual events, Olympic swimmers also participate in freestyle and medley relays. The distances covered by a swimmer in the aforementioned events range from 50 to 1500 m. In addition to these events, since the Olympic Games in Beijing 2008, open water swimming became an official event and its popularity has increased since then with an explosion in global participation and the number of competitive events. For instance, in London 2012 open water swimming was part of the Olympic program, but as a swimming event. At the Rio 2016 Games, open water swimming was considered a standalone modality, evidencing the world popularity it has achieved in the last few years.

The distances covered by open water swimmers at the International Swimming Federation (FINA) World Championships vary from 5, 10 (Olympic distance) to 25 km. The 10 km event is described as the aquatic equivalent of the marathon run and the duration of this event ranged from 110 to 130 min for males and from 119 to 137 min for females’ elite open water swimmers at the FINA/HOSA 10 km Marathon Swim. (World Cup 2016 on Balatonfüred, Hungary). The open water events also attract recreational swimmers who enjoy the challenges of prolonged physical exertion mixed with unpredictable environmental conditions that are not found in the controlled climate of the indoor swimming pool.

In spite of this, hyperthermia and dehydration are hardly considered a problem in swimming even though training and competition, in many times, involve prolonged high-intensity exercise¹. Therefore, the aims of
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our chapter are: 1) to provide a summary of studies that have addressed the issue of heat stress and fluid balance in swimmers; 2) to broaden the framework of discussion regarding heat stress and fluid balance in swimmers to incite new studies addressing the unresolved issues in this field; and 3) to provide evidence-based recommendations to coaches and athletes to prevent hyperthermia and dehydration in swimming.

Hyperthermia in swimming

Skeletal muscle contraction increases metabolic heat production in an intensity-dependent manner, which elevates core temperature. When exercise is performed on land, evaporation of sweat represents the main mechanism by which the body maintains internal temperature within physiological range. However, during exercise in water, there is little possibility for evaporative heat loss because most of the body is immersed in water; the areas of skin surface that are exposed to air are wet, therefore sweat secretion would have a small contribution for thermoregulation. The main mechanisms for thermoregulation in swimming are convection and conductance and therefore body’s ability to maintain core temperature is dependent mainly upon water temperature as water is a more effective medium than air for convective heat transfer due to its heat-transfer coefficient that is ~25 times greater than air. In Figure 1 we report the main sources of heat gain and losses in swimming as compared to land-based sports. Although the number of heat gain sources is similar between them, the number of heat loss pathways is fewer in outdoor swimming.

**Figure 1.** Sources of heat gain/loss in outdoor/open water swimming versus on-land outdoor sports.
While in indoor and some outdoor swimming pools the water is typically kept under controlled temperatures, which reduces the risk of hyperthermia, during open water swimming the water temperature depends on the environmental conditions. A recent study demonstrated that swimming at a water temperature of 33°C was ineffective to induce heat acclimation and was not ergogenic for swimmers. When water temperature is above skin temperature (~32-33°C at rest) there will be heat gain by the body. In this regard, FINA has determined in 2013 a water temperature limit of 31°C for official open water swimming races for safety reasons. Nevertheless, ambient temperature is not the only factor that may increase the risk of hyperthermia in outdoor swimmers. For instance, radiation has recently been shown to reduce exercise performance and could be an additional factor that affects open water swimmers’ performance and those whose practices and races are performed in outdoor swimming pools.

Likewise, under higher swimming intensities, metabolic heat production will also increase body temperature. For example, if 1 L of O2 consumed generates about 20 kJ of heat, a swimmer with a VO2max of 50 ml/kg/min and body mass of 70 kg, swimming at an intensity correspondent to 75% of VO2max, will generate ~3120 kJ (~750 kcal) of metabolic heat/h of activity excluding environmental heat sources. Regarding the intensity, along a 10 km open water event, heart rate was registered as 141 ± 5 bpm, for adults with 24.4 ±36 years old. Thus, given that an average competitive open water swimmer races for ~2 h in the 10 km event, one can estimate that metabolic heat production in combination with increased water temperature will result in hyperthermia that may hamper performance and risk athletes’ health.

There are reports of deaths due to heat illness during open water swimming. During the 2010 FINA 10-km open-water World Cup in Fujairah (Dubai), an elite athlete of team USA died. Although medical details of the autopsy have not been released, concerns have been raised about the water temperature during the swimming competition. FINA officials claim that the water temperature exceeded 31°C (near its finish at 11:30 AM). Furthermore, intriguing data indicate that the majority of deaths in triathlon occur during the swim phase. The prevalence of deaths by heat illness in swimming (e.g. open water swimming) is likely to be underestimated because drowning is ultimately what leads to death. As discussed in the next section, there has been a high prevalence of dehydration in swimmers during practices as demonstrated by changes in body mass, elevated urine osmolality and/or specific gravity and this
may be another factor involved in the increased risk of heat-related illnesses in swimmers.

Dehydration in swimming

In exercise settings, significant increase in core temperature leads to sweat-induced dehydration and hampers physical performance\(^\text{17}\). There has been considerable interest in the effects of dehydration, defined as acute reductions greater than 2% of body mass, on exercise performance, and it has been fairly well established that higher levels of sweat-induced dehydration can limit exercise performance\(^\text{17,18}\). However, because sweating is not the main thermoregulatory pathway during swimming, it is not entirely clear what swimmers’ sweat electrolyte composition and rate are. This information might be of great help to sports dietitians to guide fluid replacement in swimmers. Likewise, whether dehydration affects swimming performance remains a matter of debate. Surprisingly, a rather limited number of studies have addressed these questions because sweat electrolyte composition assessment is particularly challenging in swimming settings.

In comparison with exercise on land, it is puzzling to define sweat electrolyte composition in swimmers while in the swimming pool. In studies where sweat electrolyte composition is determined, absorbent sweat patches are attached to various anatomical sites after the skin is thoroughly cleaned with deionized water and dried. Thereafter, bottles containing fluid (e.g., sports drink and/or plain water) identified with athletes’ names are weighed before the given practice. Athletes are instructed to drink only from their personal bottles and not to spit any of the fluid out. They are also instructed to urinate in a container if needed during the practice so that this lost mass can be considered for sweat rate calculations. After the activity, sweat patches are removed and the body is towelled dry before post-practice body mass is recorded. Finally, bottles are re-weighed so the volume consumed during the training session or race can be calculated and considered for sweat rate calculations. This method is used to determine sweat rate, ad libitum fluid intake and percent change in body mass (i.e., fluid balance) and helps to identify those athletes with high sweat sodium losses who may need to pay attention to sodium replacement.

While this technique is widely used in land-based sports\(^\text{19,20}\), its use in swimming is limited because of the possibility of the pool water affecting sweat composition by saturating the sweat absorbent pad. However, to date, only one research group\(^\text{4}\) investigated fluid and electrolyte
balance in well trained swimmers using the abovementioned technique during 105 min long training sessions in a pool with water temperature of 27.4 °C. Mean sweat volume was 548 ± 243 ml and a sweat rate of 310 ± 100 ml/h. Sweat Na+ was 43 ± 14 mmol/L and Cl- was 31 ± 9 mmol/L. Despite the relatively low sweat rate reported by the authors, it is possible to identify salt losses through swimmers’ sweat even though sweat is not the main thermoregulatory pathway for these athletes.

A study assessing sweat rate, but not composition, of swimmers reported a range of 314 to 415 ml/h\textsuperscript{21}, which was similar to another study reporting a sweat rate of 480 ml/h during prolonged swimming\textsuperscript{22}. Cade et al. reported higher sweat rates ranging from 1180 to 1620 ml/h during 2 hours of high intensity swim training, but as the focus of the study was on muscle damage, no further detail was provided regarding ambient and water temperature\textsuperscript{23}. These studies report sweat rate as millilitre per hour and others have suggested that sweat rate should be expressed as ml/km to better translate into educational messages for swimmers since training sessions for such athletes are mostly based on distance to be swum rather than time\textsuperscript{21}.

Sweat rate and composition have been reported to be different in swimmers. Henkin et al\textsuperscript{24} compared sweat rate and electrolyte concentration in swimmers, runners, and non-athletes during cycling in the heat (35 °C). Swimmers exhibited a lower sweat volume (900 ± 300 ml) than runners (1500 ± 200 ml), but similar to non-athletes (600 ± 200 ml). Swimmers sweat Na+ (65.4 ± 5.5 mmol/L) and Cl- (61.2 ± 8.1 mmol/L) content were higher than runners (Na+ = 45.2 ± 7.5; Cl- = 38.9 ± 8.3 mmol/L), but similar to non-athletes (Na+ = 67.3 ± 8.5; Cl- = 58.3 ± 9.6 mmol/L). These results suggest differential adaptations of sweat glands in swimmers when compared to runners, which agrees with an earlier study suggesting that swimmers may not develop the same level of heat acclimatization as their training sessions are conducted in an environment that does not allow sweat evaporation\textsuperscript{25} or probably simply because of less heat stress. Even so, it is possible to speculate that swimmers exercising for longer than 1 h on land might need to pay attention to electrolyte losses due to their potential to lose more salts through sweating.

One recent study performed with adolescent swimmers reported that more than 75% (out of 46 participants) of the swimmers were hypohydrated before practice\textsuperscript{15}. This data matches with reports from different sports modalities indicating that athletes are hypohydrated before starting training sessions\textsuperscript{26,27}. Higham et al\textsuperscript{16} found that 85% of the swimmers were hypohydrated before training sessions based on urine
specific gravity (USG) analysis. Pre-hydration level is usually determined by urine osmolality, USG, or urine colour scale. To prevent dehydration, coaches and athletes can perform these measurements bearing in mind that urine colour may not be an indicator of post practice hydration level as swimming can change urine osmolality regardless of the hydration status. The effect of water pressure against the skin decreases superficial vascular transmural pressure (pressure inside the vessel minus the outside pressure), thus causing haemodilution during the initial phase of immersion. As immersion continues (> 1/2 h) a reflex renal diuresis occurs and haemoconcentration prevails.

**Factors that increase the risk of hyperthermia and/or dehydration in swimmers**

Hyperthermia and dehydration are more likely to occur in open water than in indoor swimmers. However, there are extrinsic factors that can increase the chance of hyperthermia and dehydration even in indoor swimmers. For instance, there are multiple factors that may predispose athletes to heat illnesses that are not discussed in the context of sports. In Table 1 we list a number of factors that are known to increase the risk of hyperthermia and dehydration in athletes. In addition, evidence suggests that prior bouts of illness or inflammation may increase the risk of exertional heat illness regardless of the age, acclimatization levels, or other risk factors. It is worth noting that most evidences come from athletes of other sports or military personnel who are potentially exposed to similar exertional levels as swimmers. Therefore, future studies are needed to test the extent by which these factors can indeed be an issue in swimming.

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>Etiology</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;31°C water temperature</td>
<td>reduced/negligible cooling via convection</td>
</tr>
<tr>
<td>Sunlight</td>
<td>increased radiant heat transfer</td>
</tr>
<tr>
<td>Overtraining/High competition frequency</td>
<td>causes hypohydration, reduced plasma volume &amp; thermoregulatory capacity</td>
</tr>
<tr>
<td>Excessive alcohol consumption</td>
<td>metabolic stimulation and inhibition of vasomotor reflexes that normally facilitates heat dissipation</td>
</tr>
<tr>
<td>Recent viral/bacterial infection</td>
<td>excess proinflammatory and pyrogenic cytokines, reduced thermoregulatory function</td>
</tr>
<tr>
<td>Lower fluid and electrolyte consumption</td>
<td>reduced plasma volume</td>
</tr>
</tbody>
</table>
Acute/chronic NSAID use | impaired heat tolerance, increased intestinal permeability, potentially increased chance of endotoxemia

| Table 1: Risk factors for hyperthermia and dehydration in swimmers |

*Previous bouts of infection/inflammation*

Athletes exposed to high exercise training volumes and intensities may develop immunosuppression that may increase the risks of developing viral or bacterial infection\(^{33-35}\). For instance, swimmers with a lower pre-season salivary IgA were more likely to contract upper respiratory tract infection during a 7-month training period\(^{36,37}\). Infection and inflammation are, sometimes, accompanied by fever\(^{38}\). Fever from a pre-existing illness may increase the normal hyperthermic response to exercise\(^{31}\). Dehydration has been discussed as one mechanism involved in the increased risk of hyperthermia in athletes with a previous period of infection, as it compromises thermoregulatory control mechanisms and was found to be a risk factor in young male runners that suffered heat stroke following respiratory or GI illness\(^{39}\). Although more research is needed to establish the impact that a previous bout of inflammation and/or infection has on swimmers’ thermoregulatory response, caution should be taken to avoid hyperthermia when returning from these conditions.

*Use of Non-Steroidal Anti-Inflammatory Drugs (NSAIDS)*

NSAIDs (e.g., naproxen and aspirin) are one of the most common prescription and over the counter medications used to treat shoulder injuries and muscle pain/discomfort in swimmers\(^{40}\). The use of NSAIDS has a high prevalence among athletes and limited awareness of potential side effects\(^{41}\). The effect of high environmental temperatures on NSAIDs toxicity has not been well appreciated despite early reports showing increased aspirin toxicity (measured as lethality) in rats passively exposed to 36° C versus a thermoneutral environment\(^{42}\). One possible mechanism for the increased risk of heat illness when hyperthermia, exercise, and the use of NSAIDs are superimposed is the potential for enhanced intestinal permeability as NSAIDs can increase intestinal permeability within 24h of ingestion\(^{43}\) and hyperthermia can increase ischemia-reperfusion induced intestinal damage\(^{44}\). This combination may lead to endotoxemia and advance for systemic inflammatory response syndrome. Thus, swimmers taking NSAIDs might have increased risk of heat illnesses although further work is needed to determine the magnitude of risk.
Nutritional aspects

The use of alcohol is often intimately associated with sport. Although alcohol can provide a source of energy to the working muscle, the negative effects on metabolic, cardiovascular, thermoregulatory, and neuromuscular aspects that may hinder performance are well known. An early report demonstrated moderate alcohol consumption among young swimmers ranging from rarely to 2.1 L of beer per week. Alcohol enhances diuresis and may lead to dehydration. The magnitude of diuresis experienced is thought to be dependent upon the amount of alcohol consumed, and its effects on hydration status will be influenced by the concentration of alcohol relative to water in ingested beverages.

Shirreffs and Maughan investigated effects of several beverages with a low alcohol (0, 1, 2 and 4%) content on the restoration of water and electrolyte balance immediately after exercise-induced dehydration. They concluded that there was no difference in the recovery of body water content from dehydration with a beverage of up to 2% alcohol, but that the 4% alcohol drink increased urine output compared with the alcohol-free drink. This is consistent with the results of a study demonstrating that an additional 100 ml of urine would be produced for each 10 g of alcohol ingested, though this estimate was based on data from only a single subject. Another early study was able to show more convincingly that the diuretic response in rats was proportional to the concentration of alcohol in a fluid bolus delivered by gastric intubation. Alcohol consumption is an independent risk factor for heat illnesses due to the metabolic stimulation and inhibition of vasomotor reflexes that normally facilitates heat dissipation.

The use of creatine as a nutritional supplement is common by athletes including swimmers. While primarily used for potential benefits in sports of short duration and high intensity, its use has been seen in longer duration activities as well. Older theory suggested that creatine supplementation, through increasing intramuscular creatine phosphate stores, could potentially cause dehydration via increased osmotic pull of water from the extracellular fluid into the intracellular compartment. It was thought that this impairment of ability to shift fluid into the extracellular space could be detrimental to maintenance of plasma volume during periods of high sweat rates required for thermoregulation. This theory has been abandoned, as existing data on the effects of creatine on hydration status indicate an increase in total body water, typically without concurrent shifts in compartmental distribution. Data indicates acute increases in total body water and ICF within 3 days, with
longer time periods (~28 days) yielding no differences in fluid distribution\textsuperscript{54}. Studies show that creatine does not hinder thermoregulation\textsuperscript{51, 56, 57}, in either men or women\textsuperscript{58}, and during exercise in the heat\textsuperscript{59}, with some data supporting improvements in thermoregulatory measures including core temperature and heart rate\textsuperscript{60, 61}. Current data supports the theory that by encouraging a hyperhydrated state via increased total body water, thermoregulatory mechanisms are not impaired, and may potentially be improved.

Caffeine consumption is pervasive in everyday food items and taken purposefully as a nutritional supplement. Caffeine is a known diuretic and has been previously thought to potentially exacerbate dehydration and/or electrolyte imbalance, which could contribute to impaired thermoregulation during exercise in the heat. However, current data indicates caffeine to lack negative effects on fluid and electrolyte balance\textsuperscript{62-64}, including during exercise in heat\textsuperscript{65,66}, in chronic consumers\textsuperscript{67}, and during post workout rehydration\textsuperscript{68}. Use of caffeine is not detrimental, and may indeed be a useful adjunct to a comprehensive nutritional plan in long duration open water swimming events\textsuperscript{69}.

\textit{Overdrinking, hyponatremia, and drink temperature}

Besides the aspects discussed above, many other aspects can have potential impact on swimming performance, but they still deserve more research. For instance, overdrinking can be as harmful as dehydration\textsuperscript{71}. However, it is challenging to precisely monitor the volume of water intake in swimmers because they often involuntarily drink water from the pool/sea/river. One major concern related to overdrinking fluids with low electrolyte concentration is hyponatremia (low serum sodium concentration – below 135 mEq/L), which can impair brain function due to edema. The incidence of hyponatremia in swimmers is thought to be higher in females than in males open-water swimmers.

For instance, Wagner et al.\textsuperscript{72} investigated the prevalence of exercise-associated hyponatremia in 25 male and 11 female open-water ultra-endurance swimmers participating in the ‘Marathon-Swim’ in Lake Zurich, Switzerland, covering 26.4 km. They found that two males (8%) and four females (36%) developed hyponatremia where one female was symptomatic with plasma sodium [Na+] of 127 mmol/L. Interestingly, monitored fluid intake was neither associated with changes in body mass, post-race plasma sodium or the change in plasma sodium, suggesting that swimmers drank water from other sources other than that provided by their staff. It is important to highlight that overdrinking is not the only cause
of hyponatremia. Other factors such as inadequate secretion of suppression of antidiuretic hormone, which leads to excessive fluid retention and fail to mobilize osmotically inactive sodium from internal sources are potential factors involved in the development of hyponatremia\textsuperscript{12}.

Whether there is an optimal drink temperature to enhance performance in swimmers is another question that deserves attention. Hue et al.\textsuperscript{15} assessed the effects of ingesting drinks with different temperatures (cold = 1.1 °C or neutral = 28 °C) during open water swimming in a tropical environment. Cold-water ingestion significantly decreased core temperature. However, heart rate and performance were not affected by drink temperature. Although these results suggest that drink temperature do not affect overall performance, it may be a useful strategy to prevent hyperthermia in open water swimmers, mainly when competition takes place in hot weather.

**Practical recommendations to avoid significant dehydration and heat stress in swimmers**

The following recommendations aim to prevent significant dehydration and heat stress in swimmers considering the evidences reported in this review.

- Education about the importance of fluid ingestion to swimmers’ performance is fundamental and should start in the early stages of their career.
- Track changes in body mass during training and races in different environmental conditions to determine individual sweating rates and hydration habits. This will help identify swimmers who are at risk of significant dehydration.
- Individualize the hydration strategy based on swimmers’ sweating rate and drink preferences (e.g., beverage type and flavour to promote voluntary fluid intake).
- Swimmers should drink enough fluid during training/races to prevent >2% dehydration. One strategy to achieve this goal in swimmers is to encourage them to drink throughout a day of competition. Overdrinking relative to sweat losses should also be avoided.
- After exercise, if dehydration is severe (>5% of body mass) or rapid rehydration is needed (e.g., < 24 h before next practice or race) drink ~1.5 L of fluid for each 1 kg of body mass deficit\textsuperscript{70}.
- Consuming a beverage with sodium or sodium-containing snacks
/ foods, helps replace sweat sodium losses, stimulate thirst and retain the ingested fluids.

- Caffeine and/or creatine use are unlikely to affect thermoregulatory mechanisms negatively.
- Avoid high intensity training sessions and/or competition when returning from periods of infection or prolonged NSAIDs use.
- Be aware that alcohol is likely to increase the risk of heat-related illnesses.

**Conclusions**

Swimmers and coaches often neglect hyperthermia and dehydration probably because swimming is a sport performed in an environment that favours heat loss and because sweat evaporation is not the main thermoregulatory pathway involved. Even so, evidences suggest that salt losses occur through swimmers’ sweat despite a lower sweat rate compared to athletes from other land-based sports. Evidences also suggest that swimmers are likely to start practices and races already hypohydrated, which further enhances the danger of heat related illnesses and impairments in performance. Open water swimmers are, oftentimes, exposed to environments that increase the risk of hyperthermia and dehydration due to the duration of the races and the unpredictable weather conditions. We identified factors that may enhance the risk of hyperthermia and dehydration in swimmers such as the use of NSAIDs and use of alcohol. In addition, swimmers returning from periods of infection/inflammation must bear in mind the potential for compromised thermoregulatory function during training and races. Creatine supplementation and caffeine consumption are unlikely to compromise thermoregulatory response. In fact, the latter may be a useful adjunct to a comprehensive nutritional plan in long duration swimming events.
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Introduction

In competitive swimming, starting techniques performed in competitive events differ according to the received starting signal, with the auditory and visual stimulus being used for individual and first swimmer of relays, and for the second, third and fourth changeovers, respectively ([1]; Figure 1). In fact, the first swimmer should be stationary until the starting signal is given (FINA SW 4.1 and 4.2 rules) and the second, third and fourth swimmers should be in contact with the platform when their incoming teammate touches the starting wall (FINA SW 2.6.5 rule) but can move him/herself to leave the block in a more explosive way. Starts performed in individual ventral and dorsal events have been extensively studied in comparison to the relay starting techniques, probably due to the greater number of official individual events [2] and the higher complexity that relay experimental research protocols require (with two swimmers simultaneously performing different tasks; [3]).
Figure 1. Official swimming starting conditions and technical solutions most commonly used (adapted from Vilas-Boas and Fernandes [1]).

Saavedra et al. [4] have pointed out that, from a range of 19 international competitions held between 2000 to 2012, high proficient starters achieved better performances in international swimming events (specially in 4x100 m race), evidencing the need for deeper research on the topic. Moreover, although three out of 17 events in the Olympic swimming programme are relays, coaches remain allocating only a small-time percentage for the specific training of the relay starts prior to national and international events [2]. Furthermore, since 2013, new relay races with mixed gender teams have been added to World Championship events (FINA SW 10.10 rule).

On the relay swimming events, FINA authorizes the second, third and fourth swimmers to begin their starting motion before the incoming swimmer has touched the wall ([5]), just requiring that one foot is in contact with the starting block at the time the former swimmer finishes his/her course (the relay exchange timing tolerance is -0.03 s; [4]). To reduce the potential for a false start, leading to an automatic disqualification, some swimmers prefer to use the conventional non-step start technique, involving a circular backswing upper limb movement [2,3,6]. Here, the risk of going out before the colleague touches the wall is much lower, but the impulse of the upper limbs is increased comparing to the grab start [7]. In the past two decades, new step starting techniques with one or two steps approach before driving off the platform (Figure 2) have been observed during international competitions and later examined from a scientific point of view [3,6]. Findings indicated that the step starting in-
volves longer exchange block times than non-step techniques [6] and the effective use of the double-step motion depends on the swimmer’s ability to take longer steps [3].

The importance of the swimming starts for enabling better performance on relay events evidences the need to synthesise the scientific knowledge regarding biomechanical behaviour of relay start techniques. Literature review is available regarding ventral [8] and dorsal (backstroke events) start techniques [9], but no survey has been conducted for a comprehensive knowledge of the relay start techniques literature. The aim of this chapter is to review and discuss the state of the art regarding relay start biomechanics, using peer-reviewed journal articles and relevant congresses and symposium series (as the Biomechanics and Medicine in Swimming Symposiums and the International Society of Biomechanics in Sports Conferences).

**Development**

**Search strategy**

The literature search was performed using PubMed and Scopus electronic databases, and only for English written documents published before March 2017. The reference lists of the articles were also used to ensure, as far as practically possible, that all appropriate studies were considered for inclusion. In addition, it was also analysed the Proceedings of the Biomechanics and Medicine in Swimming (BMS) Symposums
and of the International Society of Biomechanics in Sports (ISBS) Congresses from 1980 to 2016. Key words including “swimming”, “relay” and “start” were used to locate documents.

Inclusion and exclusion criteria
Included studies were experimental biomechanical approaches with able-bodied swimmers. Documents available only as abstracts and duplicated studies from original investigations were excluded.

Results and Discussion
Fifteen studies were obtained from the preliminary search, but only six studies have met the inclusion criteria, being one from a swimming specific journal, four from peer-review journals and another from the Proceedings book of the BMS conference (Table 1).

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Main aim</th>
<th>Sample</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gambrel et al. [18]</td>
<td>To identify the mechanical characteristics of the step start and to compare it with a conventional relay start</td>
<td>Seven college male swimmers</td>
<td>Experimental</td>
</tr>
<tr>
<td>McLean et al. [3]</td>
<td>To compare the three step starts (with a full step length) and the non-step start. To evaluate the restriction of step length on performance</td>
<td>Ten collegiate male swimmers</td>
<td>Experimental</td>
</tr>
<tr>
<td>Takeda et al. [6]</td>
<td>To evaluate the effectiveness of the no-step, single-step and double-step start techniques to determine the relay start performance</td>
<td>Eight well-trained male college swimmers</td>
<td>Experimental</td>
</tr>
<tr>
<td>Saavedra et al. [4]</td>
<td>To analyse the association between relay exchange block time and final performance in relay events in international championships</td>
<td>827 relay race records from Olympic, World, European, Commonwealth and Pan Pacific Games swimmers</td>
<td>Competition</td>
</tr>
<tr>
<td>Skorski et al. [5]</td>
<td>To investigate if swimming performance is better in a relay race than in the corresponding individual race.</td>
<td>166 elite male swimmers</td>
<td>Competition</td>
</tr>
<tr>
<td>Fischer et al. [2]</td>
<td>To compare the offensive (minimizing change-over time) and conservative (maximizing horizontal peak force) strategies using the non-step start technique</td>
<td>Twelve male and twelve female national level swimmers</td>
<td>Experimental</td>
</tr>
</tbody>
</table>
Table 1. Descriptive analysis of the six included studies regarding swimming starting relays, displaying the authors, main goal, swimmers’ sample proficiency and data collection setting.

Table 1 reveals that three experimental studies analysed the effects of non-step and step swimming starting techniques [3,6,13], and another compared two intervention strategies considered feasible to be implemented one week ahead of competition [2]. Comparisons between non-step and step starts have revealed different results for performance, however McLean et al. [3] and Takeda’s et al. [6] findings have corroborated about the importance of proper step length. Fischer et al. [2] noticed that while minimizing changeover time may eventually enforce the risk of a false start, keeping it within a safe range may prevent the relay team from disqualification. Researchers have also focused at the influence of the changeover time on the final relay race performance at high calibre swimming events as a function of sex and classification (medallists, first to third, and non-medallists, fourth to eight) and at the confirmation if starting at relay events provide better performance than individual ones ([4,5]; respectively). Despite being a small amount of studies performed in relay techniques, they have raised and answered relevant coach questions before selecting a start position that can result in better performance [10].

The studies conducted in the laboratory setting adopted a small number of swimmers, which undermines the effect size and results reproducibility [11]. However, ~ 10 swimmers have been considered a common sample size number in swimming start studies due to the availability for familiarization and testing protocols using complex data collection methodology. From the four studies using the experimental setting, three implemented a relay start techniques familiarisation and one refused this period to analyse the effects of the feet position usage.

A small variation in experimental design has been noticed, being four studies conducted in experimental and two in competition setting. It has been observed a considerable number of sophisticated and useful solutions for relay swimming start analysis (i.e. video cameras and force plates). However, these methods must cover the scientific demands of validity, reliability and accuracy along with the more practical issues like range of usage, complexity and costs [12].

The data collection setting determines the biomechanical variables possible to be assessed and their study relevance. Data collected in the experimental setting are more accurate and reliable, but the validity can be substantially restricted. The opposite is observed in the field, since
variables can be defined with high validity, but restricted accuracy and reliability [12] Two biomechanical branches were predominantly used for data recordings, kinematics (video camera images) and kinetics (force-plates). The pioneer study considering relay start techniques used a high-speed cinematography camera (LoCAm, model 51, 16 mm) to assess block, flight and 10 m time, horizontal and vertical centre of mass position, centre of mass take-off angle, height and velocity and vertical centre of mass position at water entry [13]. The effectiveness of dive starts has been measured by the time to a set distance, ranging from 1.52 to 25 m (cf. [14]). The start performance is commonly measured between the start signal and the moment when the swimmer’s head reaches the 15th meter [15]. The 10, 7.5 and 5 m mark has been pointed out as appropriate to assess start performance because the effects of other swim variables are avoided, being only the block, flight, entry and glide time included in most of these distances (e.g. [3]). The choice of performance measure might affect the conclusions drawn from a technique analysis [16], thus researchers should define a common variable to quantity performance in relay starts.

The changeover time measured at experimental and competition setting (i.e. from the incoming swimmer wall contact and the outgoing swimmer’s toe-off; [4,5]) has been considered the most important variable for shorter 15 m start time [4]. The perfect exchange time is achieved when the toes of the outgoing swimmer leave the starting platform while the incoming swimmer touches the wall [5]. Researches on relay starts, so far, have implicitly assumed that minimizing the changeover time would be the best strategy for a relay start prior to the race [2]. These authors evidenced that improvements in the relay start time (i.e. between the wall contact of the incoming swimmer and the head passage of the relay starter at 7.5 m) are, for the most part, related to decreases in the changeover time. In addition, they found that feedback on the horizontal peak force provided superior effects on the reaction start time when compared with changeover information. For them, independent of the start technique, differences in the attentional focus (i.e. changeover time or horizontal peak force) during the relay start may influence relay start time.

Temporal data has been presented as the most common variables measured in relay start techniques, however, following Gambrel and co-authors [13] the most recent studies have used deterministic factors identified from an individual swimming start model [18] from the take-off until swimmers’ immersion. Authors have adopted distinct methodo-
logical procedures to assess the take-off angle and horizontal velocity using cinematographic, digital video cameras and ground reaction force measurements [13, 2, 6]. In addition, McLean et al. [3] and Takeda et al. [6] assessed the vertical velocity, and ground reaction forces, respectively, which allows an overall understanding about the swimmers’ locomotion over the block and three-dimensional forces generated before the take-off instant. The variables measured during swimmer block contact as the take-off angle, velocities and external forces are considered flight time influencers [17]. In fact, if a limb is in contact to a force platform, the respective three-dimensional force and momentum should be measured to maximise training efficiency [18].

The effects of the step start were firstly assessed by Gambrel et al. [13] who verified no differences when compared to the conventional no-step start. Despite these findings, authors pointed out that the flight distance and time to 10 m could be covered longer and faster using the step start. McLean and co-authors [3] also found that time to 10 m was not shorter when compared step and no-step start, although some mechanical advantages were observed. The double and single step start increased horizontal take-off velocity and take-off height, respectively, and the double, single step apart and single step together increased the take-off vertical velocity. Authors included the analysis of restricting step length by 50% and noticed little effect on step starts with exception of horizontal and vertical take-off velocity, reduced and increased, respectively. Data suggested that step starts offered performance improvements, but those were not widespread and were dependent on the ability to take longer steps.

Contrarily to McLean et al. [3], further comparison between non-step, single-step and double step start revealed similar horizontal take-off velocity, although relay time (i.e. from the swimmer’s contact until the take-off) decreased in the order no-step, single and double-step start [6], suggesting the former as better for relay starts performance. According to these authors the familiarisation period might not have been enough since swimmers have incorrectly performed the foot placement during step starts.

The most recent relay starts studies formulated three different research questions to characterise available relay start techniques. Saavedra and co-authors [4] analysing the association between relay exchange block time and swimming final performance found that the former was especially relevant for women’s relay medallists in the 4x100 freestyle and medley. Authors considered that the exchange block time should be
considered as one of the relay starts performance variables, being needed to be included as part of training. In opposition to Saavedra et al. [4], horizontal peak force, as a conservative relay strategy, showed a clear advantage over the changeover time strategy to reduce relay time [2].

Skorski et al. [5] studied the individual swimming performance related to the corresponding individual race and verified that during relays, highly trained swimmers competing in 1st position did not show any different compared with their corresponding individual performance. However, swimmers competing in second to fourth relay team position demonstrated faster times in the 100 m and first half of the 200 m relays than in their individual events, which was nullified when finishing times were adjusted for the flying start.

Future suggestions
The presented studies evidenced important results for biomechanics, coaches and swimmers, but further research questions should be raised. Firstly, researchers should consider the effects of the current starting block configuration on biomechanical variables when swimmers perform the step starts. Secondly, an electromyographical approach should be implemented for better understanding about the muscular activation sequence and intensity. Thirdly, linear and non-linear mathematical methods should be built using traditional biomechanical variables to model and predict relay start performance.

Conclusions
This chapter have exhibited the research background in relay start techniques, summing up six included studies following the inclusion criteria. Biomechanics, coaches and swimmers have been provided with some objective evidence about kinematics and kinetics data of four relay start techniques, no-step, one-step apart, one-step together and two-step. Further methodological advances can be made for an extensive comprehension of biomechanics during relay start techniques considering the back plate and respective effects, the electromyographic analysis and mathematical prediction models.
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Competition analysis in swimming: inter- and intra-individual variability of speed and stroking parameters management

David Simbaña-Escobar¹,², Philippe Hellard¹,³, Marta Avalos⁴,⁵, Ludovic Seifert²

Introduction

To achieve performance goals in competitive swimming there is a need to strike a delicate balance between movement pattern stability and variability because, although swimmers need to achieve consistent outcomes, they also need to be able to successfully adapt their movements to changes in the performance environment (Seifert, Komar, Barbosa, Toussaint, Millet, et al., 2014a). To achieve these aims, the ecological dynamics framework advocates that there is an intertwined relationship between the specific intentions, perceptions and actions of individual athletes which constrains this relationship between movement pattern stability and variability in each individual performer (Seifert & Davids, 2012). This inter-twined relation between an individual’s intentions, perception and action processes needs to be carefully understood because of the insights it provides on expert performance in swimming.

Traditionally, a high-level of expertise in sport has been associated with the capacity to be able to reproduce a specific movement pattern consistently and to reduce attention demands during performance by increasing the automaticity of movement (Schmidt & Lee, 2011). It was assumed that the central nervous system functioned as an executive organizer and prescriber of motor programs and action plans charged with the task of producing stable movement patterns from an individual’s effector system (Schmidt & Lee, 2011; Summers & Anson, 2009). From that
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viewpoint, expertise in sport was associated with a reduction in deviations in task performance from an ideal standard or movement template, which was represented in the central nervous system. By harnessing integrated feedback systems, swimmers were considered to modify the motor program entry parameters until expert behaviour was eventually achieved after many hours of practice (Schmidt & Lee, 2011). Traditionally, therefore, movement variability was considered as noise in performance and learning which should be minimized or eradicated to enable the production of highly functional movement programs (i.e. an artefact limiting an individual system’s processing of information from input to output) (Davids, Bennett, & Newell, 2006; Newell & Corcos, 1993).

However, research in ecological dynamics has shown that movement system variability should not necessarily be construed as noise, detrimental to performance (Davids et al., 2006). Nor should it always be viewed as error, or a deviation from a putative expert model, which should be constantly corrected in swimmers. Inspired by Bernstein’s work research program (Bernstein, 1996), movement system variability instead is now considered to exemplify the functional flexibility of a skilled athlete to respond to changes in dynamic performance constraints (Seifert, Button, & Davids, 2013; Seifert, Komar, Barbosa, Tousaint, Millet, et al., 2014a). A key idea is that movement pattern variability can be viewed as a functional property of skilled swimmers to help them adapt their movement behaviours to changing task and environmental constraints (such as glide, swimming speed, effect of start, turn, finish, fatigue (Hellard et al., 2008; Seifert, Komar, Barbosa, Tousaint, Millet, et al., 2014a; Seifert, Komar, Araújo, & Davids, 2016; Seifert, Komar, Crettenand, & Millet, 2014b). Given these theoretical advances in understanding behavioural variability, research within the ecological dynamics framework have argued that there is no ideal behavioural and race management solution that all swimmers should aspire during training and competition. Rather, functional behaviour emerged during training and race from the interaction of constraints on each individual swimmer (task, environmental and organismic; Newell, 1986); leading to intra-individual and inter-individual swimming speed variability as consistent performance outcomes are achieved. For instance, in 400-m international swimming competition, Mytton, Archer, Turner, Skorski, Renfree, Thompson, and St Clair Gibson, (2015a) emphasized that the variance of speed profiles tended to increase as the race progressed. Similar results were also observed by Robertson, Pyne, Hopkins, and Anson, (2009) when analysing between-swimmers average and standard
deviation times for the 200-m freestyle for males and the 400-m freestyle for both gender. Mytton, Archer, St Clair Gibson and Thompson, (2014), Mytton, Archer, Turner, Skorski, Renfree, Thompson, and St Clair Gibson, (2015a) related this higher variance of swimming speed in the final lap to an indication of fatigue and deterioration in mechanical efficiency as the race progresses. In addition, Mytton et al., (2014) recently showed that performance in the final lap in 400-m (collected in international competitions between 2005 and 2011), and especially the differences in absolute, normalized, and relative speed can differentiate between medallists and non-medallists. These authors suggested that the success associated with a more pronounced end spurt could mean that medallists were able to call on reserves of energy not available to non-medallists three-quarters of the way through the race. These studies as well as other recent research on speed management in cyclic activities (e.g., running, swimming, cycling, skating, kayaking, etc) showed that pacing is a key element of performance and more importantly of winning the race (Foster et al., 1993, 2003, 2004, 2009; Thompson, Haljand, & MacLaren, 2000; Thompson, MacLaren, Lees, & Atkinson, 2004; Tucker & Lambert, 2006). However, these researches only consider lap times (i.e. average value of speed for 50-m lap) and even 100 m times for the 400-m freestyle event analysed by Mytton et al., (2014), Mytton, Archer, Turner, Skorski, Renfree, Thompson, & St Clair Gibson, (2015b) and Thompson et al. (2015), neglecting the possible effect of turning in the pacing. The main limitations of these studies might be the impossibility to accurately determine the inter-individual variability of race management.

Our study attempted to overcome this limitation by considering cycle-to-cycle variability to draw individual profile because recently, the functional role of behavioural variability has been supported by neuroscientific research highlighting the property of neurobiological system degeneracy. Degeneracy as nothing to do this the degradation of a system but could be defined by several authors from cognitive anatomy and theoretical neurobiology (Edelman & Gally, 2001; Price & Friston, 2002; Tononi, Sporns, & Edelman, 1999) as the capacity of system components that differ in structure to achieve the same function or performance output. This structural property in humans indicates the availability of an abundance of motor system degrees of freedom, which can take on different roles when assembling functional actions during sport performance. Research in ecological dynamics has demonstrated that degeneracy in complex perception-action systems provides the neurobiological basis for diversity of actions required to negotiate information-rich
and dynamic environments for task goal attainment (Komar, Chow, Chollet, & Seifert, 2015; Rein, Davids, & Button, 2010; Seifert, Wattebled, Herault, Poizat, Adé, et al., 2014c; Seifert, Komar, Crettenand, & Millet, 2014b). These studies have shown that, more than simply ensuring stability against perturbations and adaptations to dynamic performance environments, the degenerate architecture of neurobiological systems can help individuals exhibit adaptability and creativity. Based on these ideas on neurobiological degeneracy, research on sport performance optimisation has begun to examine and to explain why expert performers often display high levels of intra-individual and inter-individual behavioural variability in sport, data traditionally viewed as counter-intuitive. The behavioural variability exhibited by skilled swimmers can play a functional role; for instance, it highlights an expert swimmer’s capacity to perform several types of movement and/or to adopt one of a number of co-existing modes of coordination in order to achieve the same functional performance outcomes (swimming against waves or current, approaching the wall, preparing the turn, overcoming drag) (Guignard et al., 2017; Seifert, Komar, Barbosa, Toussaint, Millet, et al., 2014a). In the past years, empirical research on sport performance has clearly exemplified how intra-individual and inter-individual behavioural variability can play a functional role in swimming performance; however, these studies were limited to training and learning contexts (for a review, see Seifert, Komar, Barbosa, Toussaint, Millet, et al., 2014a). Therefore, the aim of our study was to consider cycle-to-cycle data set to investigate swimming speed (S) management and its subsequent stroking parameters (SR, stroke rate; SL, stroke length). More precisely, our study investigates the inter- and intra-individual variability of swimming speed (and its subsequent SR and SL) in top-level swimmers of a 50, 100 and 200-m freestyle National and World Championships, to determine individual profile of race management by using latent class mixed model, which is an innovative method coming from data mining.

**Material and Methods**

The performances of 32 top-level swimmers were video-analysed during the 50, 100 and 200-m freestyle finals of the Fédération Internationale de Natation Amateur (FINA) World Championships (Kazan, Russia, 2015) (8 males, 8 females) and the French National Championships (Montpellier, France 2016) (8 males, 8 females). The procedures (data collection and analysis) were approved by the French Federation of Swimming, FINA and the local University ethics committee, and conformed to
the declaration of Helsinki. The procedures were explained to the swimmers, who then gave their written informed consent to participate.

The 50, 100 and 200-m freestyle events were videoed with a Black Magic 4K camera (25 Hz, Ultra HD, 3840 × 2160 pixels ÷ Black Magic design, Melbourne, Australia) equipped with a 10-mm focal lens (f/4.5-5.6 IS STM) (âCanon Inc, Ôta, Tokyo, Japan) to visualize the entire pool (50 x 25 m). The camera was focused on the middle of the pool (25 m) and located in the top row of spectator seats approximately 25 m above and 15 m away from the side of the pool.

Race analysis software compiled in Matlab 2012 (The MathWorks, Inc., Natick, MA, USA) was used for calibration and image processing to obtain stroke rate (SR), stroke length (SL) and swim speed (S) for every stroke cycle. Four poolside marks in the swimming lane were chosen to calibrate the pool using 2D direct linear transformation algorithms (Abdel-Aaziz & Karara, 1971; Benarab, Napoléon, Alfalou, & Verney, 2017). The operator for each event made this calibration and then manually digitalized the head position at the beginning of each stroke cycle (right hand entry). The stroking phase was defined as the first and last right-hand entry after the start or underwater phase and before the turn in each lap. To quantify the reproducibility of the tracking procedure, the same race and same swimmer was digitalized ten times by eight operators. The root mean square (RMS) was calculated to estimate the tracking measure reproducibility (RMS = 0.0121 ± 0.0084 m).

The longitudinal analysis of speed was conducted on 32 swimmers for each 50-m lap in all races (50, 100 and 200-m freestyle). The speed dataset of each participant was normalized by the average speed of the race for all races events (to minimize the effect of gender and skill level, i.e. all males and females national and international swimmers were included). The latent class mixed model (LCMM) was used to identify trajectory classes of normalized speed over the different races. This model seeks potential latent profiles in heterogeneous populations. It combines a latent class model to identify homogenous latent classes of participants and a mixed model to describe the mean trajectory over the swimming race in each latent group, while taking account the individual correlation between repeated measures (Carrière et al., 2016). The trajectories of normalized speed were described using cubic spline functions without adjustment for baseline covariates. Cubic splines are piece-wise cubic polynomials smoothly assembled in the knot points (frequently, knots are located at suitably chosen quantiles). Not only
pieces must connect but their slopes must match to ensure the curve is smooth. The shape of the class-specific and subject-specific trajectories were determined by comparing models with increasing number of model parameters (one to four knots in the spline functions, a diagonal or unstructured random-effect covariance matrix and a class-specific or proportional random-effect covariance matrix). The best model among models with the same number of classes (one- to four- latent classes) was selected using the Bayesian Information Criterion (BIC). The optimal number of latent class was determined by the BIC combined with the interpretability of the distinct classes. The longitudinal analysis allowed us to investigate the evolution of normalized speed in each latent class (decreased, stabilized or increased) for each lap. The classes size does not need to be identical. Finally, latent classes were characterized in terms of covariates (specialty, sex, distance race). The function HLME of the LCMM R-package version 1.7.6 was used to estimate the model parameters (Proust-Lima et al., 2015).

Results
The main findings of our study showed that the spline with three degrees of freedom was the best model to the normalized speed over the distance. This spline is composed by three pieces in each lap. Roughly, coefficients associated to spline components give us information about the first part of the race after the breakout (first movement after the underwater phases), the middle of the race and the turn in (approach to the wall before the flip turn) or to the end of the race (when the swimmer touches the wall).

Based on BIC and interpretability of the normalized values of speed (normalization is done by dividing absolute speed by the average speed on the race), two classes appeared for the 50-m race, then two classes for the first lap (L1) and one class for the second lap (L2) appeared for the 100 m race. Finally, two classes for L1 and L2 and three classes for L3 and L4 appeared for the 200-m race. When the raw values of speed were considered in respect to gender, two classes for male and four classes for female appeared in the 50-m race; three classes appeared for both gender in the 100 m race and four classes appeared for both gender in the 200-m race. These results (i.e., both the normalized and raw values of speed) suggested that longer was the race, higher was the number of classes i.e. higher was the variability of race management profiles, probably due to a strong effect of the turn-in and –out. This was well emphasized by the cubic spline model as the dominant class occurrence.
For the 50-m freestyle, the figure 1 showed two classes for the normalized values of speed: C1 with 25 swimmers (78.1% of the sample) and C2 with 7 swimmers (21.9% of the sample). The gender distribution inside each cluster was: 15 male and 10 female swimmers. Male swimmers have an average speed of $2.11 \pm 0.04 \text{ m.s}^{-1}$ with a CV S of $5.43 \pm 0.65 \%$ while females have a lower average speed $1.89 \pm 0.04 \text{ m.s}^{-1}$ and a CV S of $4.97 \pm 0.76 \%$. Concerning C2, only 1 male and 6 female swimmers composed this cluster. The average absolute speed of the male was $2.13 \text{ m.s}^{-1}$ with a CV S of $2.84 \%$ and the average speed for the female swimmers was $1.88 \pm 0.03 \text{ m.s}^{-1}$ with a CV S of $3.28 \pm 0.62 \%$. Based on the parameters of the model to cluster the swimmers, both C1 and C2 exhibited a quite stable speed after the dive, then a decrease of speed until the end of the race. As C2 started with a lower speed, its decrease of speed appeared lower than for C1 (Fig. 1).
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**Figure 1.** Normalized values of speed throw the 50-m freestyle. The black line corresponds to class 1 and the grey line to class 2, while the dashed lines correspond to their respective confidence interval (CI).

For the 100 m freestyle, the first lap (L1) was composed by two classes (Fig. 2 left panel): C1 represented 62.5% and C2 37.5% of the sample. The gender distribution inside each cluster was: 15 male and 5 female swimmers in C1. Male swimmers have an average speed of $2.05 \pm 0.02 \text{ m.s}^{-1}$ with a CV S of $4.05 \pm 0.53 \%$, while females have lower average speed $1.86 \pm 0.03 \text{ m.s}^{-1}$ and a CV S of $3.69 \pm 0.88 \%$. Concerning C2, only 1 male
and 11 female swimmers composed this cluster. The average absolute speed for the male was 2.05 m.s\(^{-1}\) with a CV S of 3.14 % while the average speed for female swimmers was 1.81 ± 0.02 m.s\(^{-1}\) and a speed variation of 2.86 ± 0.60 %. At L1, swimmers from C1 swam faster after the start than swimmers of C2, but these later exhibited a slightly greater speed at the end of the lap when they approached the wall. C2 was characterized by an increase of speed after the start, then a quite constant speed until the middle of the lap and finally a decrease of speed.

At L2, all the swimmers were in the same class, showing a constant speed until the middle of the lap, and then a decrease of speed occurred (Fig. 2 right panel). The average speed was 1.89 ± 0.03 m.s\(^{-1}\) with CV S equals to 4.91 ± 1.31 m.s\(^{-1}\) for the 16 male swimmers while the average speed was 1.71 ± 0.03 m.s\(^{-1}\) with 4.88 ± 0.76 % of speed variation for females.

**Figure 2.** Normalized values of speed through the 100 m freestyle (left panel for L1 and right panel for L2). The black line corresponds to class 1 and the grey line to class 2, while the dashed lines correspond to their respective confidence interval (CI).

The mean values of S and the technical parameters (SR, SL, SI) with their standard deviation (s.d.) are summarized in Table 1 for the different classes of each lap, gender and of each race event (50, 100, 200-m freestyle). The Table 2 summarized the coefficient of variation (CV) for all parameters.
<table>
<thead>
<tr>
<th>Race</th>
<th>Lap</th>
<th>Class</th>
<th>Gender</th>
<th>n</th>
<th>S</th>
<th>s.d.</th>
<th>SR</th>
<th>s.d.</th>
<th>SL</th>
<th>s.d.</th>
</tr>
</thead>
<tbody>
<tr>
<td>50-m</td>
<td>1</td>
<td>M</td>
<td>15</td>
<td>2.11</td>
<td>0.04</td>
<td>60.95</td>
<td>1.70</td>
<td>2.08</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>F</td>
<td>10</td>
<td>1.89</td>
<td>0.04</td>
<td>58.86</td>
<td>4.33</td>
<td>1.94</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>M</td>
<td>1</td>
<td>2.13</td>
<td></td>
<td>60.18</td>
<td></td>
<td>2.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>F</td>
<td>6</td>
<td>1.88</td>
<td>0.03</td>
<td>58.12</td>
<td>2.40</td>
<td>1.94</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>100 m</td>
<td>L1</td>
<td>M</td>
<td>15</td>
<td>2.05</td>
<td>0.03</td>
<td>52.46</td>
<td>2.04</td>
<td>2.35</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>F</td>
<td>5</td>
<td>1.86</td>
<td>0.03</td>
<td>50.99</td>
<td>2.97</td>
<td>2.20</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>M</td>
<td>1</td>
<td>2.06</td>
<td></td>
<td>52.23</td>
<td></td>
<td>2.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>F</td>
<td>11</td>
<td>1.82</td>
<td>0.03</td>
<td>51.31</td>
<td>2.39</td>
<td>2.13</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>M</td>
<td>16</td>
<td>1.89</td>
<td>0.03</td>
<td>50.41</td>
<td>1.32</td>
<td>2.25</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>F</td>
<td>16</td>
<td>1.71</td>
<td>0.03</td>
<td>49.45</td>
<td>2.41</td>
<td>2.09</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>200-m</td>
<td>L1</td>
<td>M</td>
<td>12</td>
<td>1.89</td>
<td>0.03</td>
<td>43.58</td>
<td>2.35</td>
<td>2.60</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>F</td>
<td>16</td>
<td>1.72</td>
<td>0.03</td>
<td>45.60</td>
<td>2.79</td>
<td>2.27</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>M</td>
<td>4</td>
<td>1.92</td>
<td>0.04</td>
<td>44.26</td>
<td>1.41</td>
<td>2.60</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>M</td>
<td>12</td>
<td>1.80</td>
<td>0.02</td>
<td>42.16</td>
<td>2.28</td>
<td>2.58</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>F</td>
<td>15</td>
<td>1.65</td>
<td>0.02</td>
<td>43.52</td>
<td>3.06</td>
<td>2.28</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>M</td>
<td>4</td>
<td>1.82</td>
<td>0.02</td>
<td>42.70</td>
<td>0.78</td>
<td>2.57</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>F</td>
<td>1</td>
<td>1.68</td>
<td></td>
<td>40.38</td>
<td></td>
<td>2.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>L3</td>
<td>M</td>
<td>13</td>
<td>1.77</td>
<td>0.03</td>
<td>42.91</td>
<td>2.75</td>
<td>2.48</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>F</td>
<td>10</td>
<td>1.60</td>
<td>0.02</td>
<td>42.98</td>
<td>1.68</td>
<td>2.23</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>M</td>
<td>1</td>
<td>1.78</td>
<td></td>
<td>45.08</td>
<td></td>
<td>2.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>F</td>
<td>6</td>
<td>1.62</td>
<td>0.01</td>
<td>44.59</td>
<td>3.28</td>
<td>2.20</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>M</td>
<td>2</td>
<td>1.78</td>
<td>0.01</td>
<td>43.90</td>
<td>1.01</td>
<td>2.43</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L4</td>
<td>M</td>
<td>8</td>
<td>1.73</td>
<td>0.05</td>
<td>44.91</td>
<td>2.16</td>
<td>2.32</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>F</td>
<td>15</td>
<td>1.59</td>
<td>0.04</td>
<td>45.16</td>
<td>2.37</td>
<td>2.11</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>F</td>
<td>1</td>
<td>1.60</td>
<td></td>
<td>43.57</td>
<td></td>
<td>2.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>M</td>
<td>8</td>
<td>1.74</td>
<td>0.05</td>
<td>46.67</td>
<td>2.15</td>
<td>2.25</td>
<td>0.11</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Average values of speed (S) and stroking parameters: stroke rate (SR), stroke length (SL) of the different classes for each lap, each race event (50, 100, 200-m freestyle) and for each gender (male, M and female, F). n is the number of swimmers in each class, and s.d. is the standard deviation.
At L1, two classes were identified as follows: C1 was composed by 28 swimmers (87.5% of the sample) and C2 was composed by 4 swimmers (12.5% of the sample). For the 200-m freestyle, two profiles of race management occurred at L1 and L2, while three profiles of race management appeared at L3 and L4.

Table 2. Coefficient of variation (CV) of speed (S), stroke rate (SR) and stroke length (SL) of the different classes for each lap, each race event (50, 100, 200-m freestyle) and for each gender (male, M and female, F). n is the number of swimmers in each class, and s.d. is the standard deviation.

For the 200-m freestyle, two profiles of race management occurred at L1 and L2, while three profiles of race management appeared at L3 and L4.
mers (12.5% of the sample). For C1, the speed decreased quite linearly until approaching of the wall. This cluster C1 was composed by 12 males with an average speed of \(1.89 \pm 0.03 \text{ m.s}^{-1}\) and the coefficient of variation of speed (3.63 ± 0.83 %) which were higher than those of the 16 female swimmers (S: \(1.72 \pm 0.03 \text{ m.s}^{-1}\) and CV S: \(3.48 \pm 0.80 \%\)). Only 4 male swimmers composed C2 (S: \(1.92 \pm 0.04 \text{ m.s}^{-1}\) and CV S: \(6.55 \pm 1.22 \%\)). The cluster C2 demonstrated a greater variability of speed and a faster start than C1. However, the speed further decreased than C2 from the middle to the end of the lap.
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**Figure 3.** Normalized values of speed through the 200-m freestyle (upper left panel for L1; upper right panel for L2; lower left panel for L3 and lower right panel for L4). The black line corresponds to class 1, the grey line to class 2 and the light grey to class 3, while the dashed lines correspond to their respective confidence interval (CI).

In the second lap (L2), the first class C1 was composed by 84.3 % of the population. The 12 male swimmers have a greater average speed and CV S than the 15 females (S: \(1.80 \pm 0.02 \text{ vs.} 1.65 \pm 0.02 \text{ m.s}^{-1}\) exponent and CV S: \(3.20 \pm 0.60 \text{ vs.} 2.70 \pm 0.97 \%\) respectively) in the first class C1. The same tendency was founded in C2 with a 4 male and 1 female. (S: \(1.82 \pm 0.02 \text{ vs.} 1.68 \text{ m.s}^{-1}\) exponent and \(4.30 \pm 1.20 \text{ vs.} 2.87 \%\) respectively). The swimmers of C2 increased their speed after the turn and then they decreased it from 75-m to the wall. The lower variation of speed in
C1, revealed a quite constant speed until 80-m.

At the third lap (L3), three classes of swimmers were observed. Twenty swimmers (71.9 % of the sample) composed C1, including 13 males and 10 females. Males have higher speed and CV S than females (S: 1.77 ± 0.03 vs. 1.60 ±0.02 m.s-1 exponent and CV S: 3.62 ± 1.14 vs. 3 ±, 0.73 % respectively). The second class C2 exhibited 7 swimmers (21.8 % of the sample) with only 1 male and 6 females. These later demonstrated a lower speed and variation of speed (S: 1.78 vs. 1.62 ±0.01 m.s-1 exponent and 2.54 vs. 2.41 ± 0.58 % respectively). Only 2 male swimmers (6.3 %) composed the class C3 for whom S: 1.78 ±0.01 m.s-1 exponent and CV S: 6.49 ± 0.76 %. In C1, the speed stayed quite constant and decreased when the swimmer approached the wall. In C2, the speed stayed quite constant through the lap. The two swimmers of C3 decreased their speed after the turn, then their speed increased at the middle and decreased again at the end of the lap. In summary, this third lap showed three different profiles of race management: C3 exhibited a fast speed after the turn, a short increase and finally a great decrease of speed, which looks like a “zig-zag” management close to cubic model; C2 demonstrated a quite constant speed through the lap, reflecting a linear model; C1 exhibited a drop of speed at the end of the lap, reflecting a parabolic profile.

At L4, three classes of swimmers also occurred with similar profiles than observed at L3. The class C1 was composed by 23 swimmers (71.8 % of the sample) including 8 males with an average speed of 1.73 ± 0.05 m.s-1 and CV S of 3.09 ± 0.67 %, and 15 females with an average speed of 1.59 ± 0.04 m.s-1 exponent and a CV S of 3.27 ± 1.08 %. Those swimmers kept their speed almost constant until 180-m, and then they slightly decreased their speed until the end of the race. The class C2 was composed by only 1 female swimmer, who had an average speed of 1.60 m.s-1 exponent. Surprisingly she had a very high coefficient of variation of speed (5.01 %) and increased her speed until the end of the race. Finally, C3 was composed by 8 male swimmers with an average speed of 1.74 ±0.05 m.s-1 exponent and a high CV S: 4.26 ± 0.75 %. Those males increased their speed after the turn, slightly decreased it until 180-m and kept the speed almost constant until the end of the race. In sum, C3 exhibited an ‘increase-decrease-slightly increase’ of speed profile, reflecting a cubic model, while the quite constant speed of C1 could correspond to a linear model.
Discussion

The novelty of our approach was the use of latent class mixed model (LCMM) to investigate the intra- and inter-individual variability based on time series (i.e. cycle-to-cycle swimming speed) in competitive swimming. The coefficients associated to spline components gave us information about the different sections of the race: after the turn (i.e. arm strokes after the underwater phase of the turn-out), the middle section of the race (i.e. clean swimming part) and before the turn or the finish (i.e., approach of the wall).

The first main finding of our study was the similarity of race management and the low number of profiles (only two classes) observed for the first lap of 50, 100 and 200-m freestyle. In particular, the first profile demonstrated the capacity of swimming fast after the underwater phase of the start, which was followed by a high decrease of speed until the wall. Conversely, the second profile reflected a lower speed after the underwater phase of the start than the first profile but that remained more stable or even increased until the 25-m (for the 100 and 200-m), and then followed by a smaller decrease of speed than in the first profile. This second profile is well exemplified in figure 4 where the female S1 adopted the same race management for the 50-m and the first lap of the 100 m. Similarly, the male S3 adopted the same race management for L1 of the 100 m and the 200-m, and for L2 of the 100 m and the 200-m.

Figure 4. Normalized values of speed for two different freestyle races for the same swimmer: 100 m for S3 (upper left panel) and 200-m for S3 (lower left panel); 50-m for S1 (upper right panel) and 100 m (lower right panel).
The second main finding is the specificity of the race management for the 200-m; particularly the higher number of profiles (i.e. three classes) for the two last laps in comparison to the two first laps of the 200-m (i.e. two classes). Notably, it must be emphasized that only male swimmers composed the class C3, exhibiting the highest variation of speed with a fast speed after the turn and a great decrease of speed (for an example, see swimmer S3 in Fig. 5). The high variation of speed within the lap for the swimmers of C3 suggested an important effect of turn-in, turn-out, fatigue and/or a too fast start (this later could lead to great decrease of phosphocreatine). This class C3 suggested that higher was the swimming speed in comparison to the speed during the turn, more able were the swimmers to generate speed after the turn; however, it appeared hard to maintain this high speed to approach the wall.

The higher number of profiles for L3 and L4 of the 200-m also suggested that the swimmers might switch among various profiles between laps. For instance, the figure 5 exemplified three different profiles of race management of three international male swimmers (S1, S2 and S3) for the 200-m freestyle (Fig. 5).

Interestingly, those three international male swimmers showed close final time (106.81 ± 0.56 s) and high world ranking for the 200-m race between July 2015 and April 2016, suggesting that swimmers could exhibit similar performance outcome but with various race managements. The swimmer S2 managed his four laps in the same way (as they are all included in C1); those laps exhibited a quite stable or slightly increase of speed at the beginning of the lap, and then decrease of speed from the middle of the lap to the wall. Conversely, the swimmer S1 and S3 used the same speed management for L1 and L2; in particular a great decrease of speed, which was characterized by the class C2. Then, at L3 and L4, the swimmer S1 switched to C1 profile of management (i.e. a more stable speed within the lap than in C2 profile), whereas the swimmer S3 switched to C3 profile of management (i.e. an ‘increase-decrease’ of speed within the lap). These three examples suggested that (i) the swimmers could either maintain the same management all along the race or switch from one profile (let say one class of race management) to another profile (let say to another class of race management), and (ii) the swimmers could exhibited similarities of speed profile as they shared the same management for some laps of the race, but they could also showed differences of speed profile for other laps of the race. Interestingly, this inter-individual variability
suggested that even at top level, various profiles of race management could coexist and could lead to high swimming speed, however without providing any prediction on winning the race.

Figure 5. Trajectory of normalized values of speed for the four laps of the 200-m freestyle for three international male swimmers (S1, S2 and S3). The final time (FT) and the world ranking (WR) at the 200-m freestyle between July 2015 and April 2016. Black refers to the first class (C1), grey refers to the second class (C2) and light grey refers to the third class (C3).

In summary, our LCMM well emphasized that the different profiles of race management mainly related to in on hand the start, the turn and the finish effects (as already highlighted by Veiga and Roig (2016) and in another hand, the fatigue effect (as already mentioned by Aujo- uannet, Bonifazi, Hintzy, Vuillerme, & Rouard, 2006; Toussaint, Carol, Kranenborg, & Truijens, 2006). According to Veiga and Roig (2016), the speed at the start and at the turn was higher than the average speed
(i.e. during the clean part of the swim) during the 100 m at the 2013 FINA World Championships. Our study reinforced those results by showing that some swimmers generated speed after the turn, but also lost speed when approaching the wall and turning. Our results confirmed the previous effect of turn (i.e. the turn itself but also the underwater phase after the turn until starting swimming) highlighted for instance by Elipot, Dietrich, & Hellard (2010), Houel, Elipot, André, & Hellard, (2013) Elipot, Dietrich, & Hellard (2010), Houel, Elipot, André, & Hellard, (2013) and Puel et al., (2012). However, our study also emphasized that there was not only one profile of race management as some swimmers exhibited a more linear management of the speed with a more or less constant speed or a more or less constant decrease of speed. It could be hypothesized that these different profiles of race management relate to the various profiles of turn and of underwater phase after the turn. For instance, Puel et al., (2012) suggested that longer wall push-off times could lead to faster velocities but mentioned that too much time spent on the wall could be directly prejudicial to performers by an increase of the turn time and a decrease of the overall performance. Therefore, there is not only one profile of turn, but instead the swimmers must find the best compromise to apply the highest force in the shortest turn time. This necessary compromise led to significant inter-individual variability of the turn time and turn distance during competition (e.g. Veiga & Roig, 2016). Similar results have been found about the effect of start on swimming speed (Seifert et al., 2010; Vantorre, Seifert, Fernandes, Vilas-Boas, & Chollet, 2010b; Vantorre, Seifert, Fernandes, Boas, & Chollet, 2010a). In particular, both for aerial and underwater phase, Seifert et al., (2010), Vantorre et al., (2010a) showed that different profiles could lead to similar short 15-m start time. For instance, to generate great take off speed, the swimmers must make a compromise between a long time spent on the block to create more force and a short time on the block to minimize the time deficit (Seifert et al., 2010).

A second hypothesis to understand higher inter-individual variability of race management of the 200-m freestyle related to fatigue (Figueiredo, Pendergast, Vilas-Boas, & Fernandes, 2013a), (Figueiredo, Rouard, Vilas-Boas, & Fernandes, 2013b). As already emphasized in previous publications, fatigue led the decrease in swimming speed that is related to a decrease in SL and in SR through the event (Alberty, Sidney, Pelayo, & Toussaint, 2009; Aujouannet et al., 2006; Sidney, Alberty, Leblanc, & Chollet, 2011; Toussaint et al., 2006) which was explained by a decrease in mechanical power output (e.g., 24% decrease of the mechanical pow-
er output was observed for the 100 m by Toussaint et al., (2006). Our results in table 1 confirmed this hypothesis as SL and SR decreased between laps. This decrease of SL and mechanical power output appeared concomitant with the decrease of anaerobic alactic contribution and the increase of aerobic contribution (Figueiredo, Zamparo, Sousa, Vilas-Boas, & Fernandes, 2010). The works simulated muscular metabolism (Mader, 2003), (Rodriguez & Mader, 2011) showed that relative rest phases such as during underwater phase after the turn (~9 to 10 s) could enable a partial recovery of phosphocreatine. From there, the high decrease of phosphocreatine during the first 50-m of the 200-m could explain the decrease of swimming speed (Rodriguez & Mader, 2011). At L2 and L3, the partial recovery of phosphocreatine during the turn as well as the higher contribution of aerobic system could explain the speed increase occurring until the middle of the lap (as observed in class C3). At L4 of the 200-m, the increase of the lactic anaerobic contribution until 80% (Rodriguez & Mader, 2011) associated to a decrease of the arm stroke efficiency and an increase of 16% of energy cost of locomotion Figueiredo, Pendergast, Vilas-Boas, & Fernandes (2013a),

Figueiredo, Rouard, Vilas-Boas, & Fernandes (2013b). Figueiredo, Toussaint, Vilas-Boas, & Fernandes (2013c), (Figueiredo, Rouard, Vilas-Boas, & Fernandes, 2013b) could explain the decrease of speed observed in our study. The inter-individual variability observed for this energy system model (e.g. an increase of 40% of the standard deviation for the lactic anaerobic contribution in L4 of the 200-m; (Figueiredo et al., 2010) might also explain the inter-individual variability that we observed for the speed management. One hypothesis could be that the swimmers with high aerobic capacity could maintain a more constant swimming speed in comparison to swimmers with higher anaerobic contribution that could involve muscular fatigue and higher decrease of swimming speed at the end of L4.

In conclusion, our LCMM helped to explain and understand the effect of start, turn and finish, associated to fatigue, about the race management in competitive swimming. By distinguishing various profiles of race management in top elite swimmers, we emphasized the functional role of inter- and intra-individual variability because it might reflect continuous and dynamic interaction between an individual and the environment to achieve the task-goal. Indeed, according to the ecological dynamics framework (Davids, Araújo, Seifert, & Orth, 2015; Seifert et al., 2013; Seifert & Davids, 2012) the intertwined relationship between inten-
tions, perceptions and actions constrains the direction and restrain the range of movement possibilities available for each individual performer. Thus, skilled swimmers showed the capacity to functionally adapt their behaviour by using a stable management or by being flexible (i.e. switching form profile to another profile) to satisfy these key constraints to achieve high performance outcome. Thus, our study suggested that expertise in swimming could be expressed through the relationship between behavioural flexibility (i.e., functional variability to adapt to a set of constraints) and stability (i.e., robustness of motor functions undergoing internal and external disturbances, such as fatigue) under interacting performance constraints (e.g., task, environment and personal) (Newell, 1986; Seifert et al., 2013; Warren, 2006). Skilled swimmers can individually and functionally adapt their race management during performance, exhibiting degenerate behaviours. Indeed, as already demonstrated in cognitive and perceptual-motor systems (Edelman & Gally, 2001; Mason, 2010; Price & Friston, 2002; Whitacre, 2010) the achievement of the same task-goal (i.e. to perform one function) by using various race management profiles (i.e. use of many behavioural structures) reflects the capacity to exploit degeneracy property in neurobiological system (Seifert et al., 2016). To explain this exploitation of degeneracy in race management, our hypothesis is that expert swimmers developed a more functional relationship with the performance environment, predicated on perception and action coupling. The development of expertise leads to the enhanced capacity for skilled performers to be attuned to functional properties of the environment (i.e. informational variable to approach the wall in order to turn without losing too much speed) (Davids et al., 2015; Fajen, Riley, & Turvey, 2009). This is because experts are more capable of exploiting information about environmental and task-related constraints to functionally (re)organise and regulate their behaviour, continuously, to achieve consistent performance outcomes.
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Acute effects of various post-activation potentiation protocols on 15-m and 25-m freestyle swimming

Daniel Juárez Santos-García¹, Enrique Alonso Plaza¹ and José María González Ravé¹.

Introduction

The phenomenon of post-activation potentiation (PAP) has been a topic of considerable interest in recent years (Docherty, Robbins and Hodgson, 2004; Ebben and Watts, 1998), with its foundations being the following: exercise with heavy loads increases motor neuron excitability and the reflection of potentiation, which can create optimal conditions for subsequent exercise (Chu, 1996; Fees, 1997; Fleck and Kontor, 1986). A possible explanation for this phenomenon is the improvement in prestimulation of motor neuron excitability (increased recruitment of motor units, better synchronisation or reduction in presynaptic inhibition) (Aagaard, 2003; Aagaard, Simonsen, Andersen, Magnusson and Dyhre-Poulsen, 2002; Gullich and Schmidtbleicher, 1996; Trimble and Harp, 1998). In this respect, PAP could be a strategy to improve performance in various sports. However, although there are clear benefits to using this principle as a long-term training intervention, there is also the potential of incorporating it into a warm-up prior to performance (Matthews, Matthews and Snook, 2004).

The power developed during swimming is a fundamental aspect (especially in the specialties that include associated short tests) for achieving optimal performance in competition, due to its close relationship with swimming speed and, consequently, the time needed to complete the distance (González-Ravé et al., 2011). Systems and elements that enable the implementation of greater swimming resistance have traditionally been employed to develop specific swimming strength (Girold, Camels, Maurin, Milhau and Chatard 2006, 2007; Patnott, Post and Northius, 2003; Wright, Bramer and Stager, 2009).

Girold et al. (2006) indicated that sprint training with resistance bands in swimming was more effective than traditional training or assisted sprint, improving times in the 100 m freestyle and enhancing muscle
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strength and power. These studies refer to training consisting of several sessions; however, there are few studies on the acute effects of a single session in swimming. Kilduff et al. (2011) observed that after a series of three repetitions at 87% of 1-repetition maximum, there were no differences in the times for the 15-m swim length at maximum velocity. Juárez et al. (2013) found no significant differences in the times for the 25 m length after various tasks were performed 30 s before swimming (rubber band traction for 10 s, 12 m of swimming with 30% of 1-repetition maximum resistance in this task). Each group repeated this protocol on four occasions, with 2 minutes of rest between repetitions. No significant differences were found either between the various groups or between the repetitions performed by each group.

Another study with swimmers (Cuenca-Fernández, López-Contreras and Arellano, 2015) compared two PAP protocols on launch performance. In the first protocol, the swimmers performed three lunges at 85% 1-repetition maximum. In the second, they performed four repetitions simulating the launch in swimming but using a Yo-Yo device. The study found better performance results in the launch with the latter protocol. On the other hand, Sarramian, Turner and Greenhalgh (2015) compared the effect of 4 types of warm-up on 50-m freestyle times: traditional warm-up, PAP focused on the upper body, PAP focused on the lower body and combined PAP. The authors observed that a traditional warm-up achieved better times when compared with the upper body PAP warm-up, with no significant differences between the rest of the warm-ups. However, when the data were analysed according to sex, the authors found that the men achieved better times with the upper body PAP warm-up than with the traditional warm-up or combined PAP.

In this respect, more studies are needed to analyse these issues, considering the importance that any meaningful improvement, even small, has for short tests. Therefore, the objectives for this study were the following: (i) to analyse the acute responses caused by various tasks with high loads (semi-squat, pulldown to the chest and both) compared with traditional warm-up in the swim speed for 15 m and 25 m; and (ii) to analyse the differences in the implementation of this method according to sex. The hypotheses were the following: (i) performing tasks with heavy loads beforehand positively influences the swimming times in the 15- and 25-m lengths; and (ii) applying the PAP training method produces the same effects regardless of sex.
Materials and methods

Participants

Ten swimmers participated in the study: six men and four women (mean age, 16.5 ± 1.8 years; mean weight, 67.75 ± 6.89 kg; mean height, 177.90 ± 8.08 cm). All the swimmers were national-level athletes, having participated in the Spanish Championship in their category during the season in which the study was conducted. All were finalists, and four of them had won a medal in this competition. At the time when the study was conducted, the swimmers trained six times a week, with 2 hours of training in the swimming pool and three days of dry training (gym) of approximately 1 hour. All the swimmers had accumulated five to seven years of high-performance training. The swimmers, their trainers and the swimmers’ parents were informed of the study characteristics. All the parents signed an informed consent document. The study was conducted according to the Declaration of Helsinki.

Procedure

The study participants conducted five assessment sessions. The first session determined the 6-repetition maximum in semi-squat and lat pulldown, increasing the weight until the swimmers were no longer able to perform more than six repetitions with a specific load. These two exercises were selected because they were standard upper- and lower-limb exercises for these swimmers. In a subsequent session, the swimming times for 25 m were recorded (with partial measurement in the 15 m) after a standard swimming warm-up for these swimmers: 200 m of swimming, 4 x 50 m legs, 4 x 50 m (25 sculling/25 swimming), 4 x 25 m changes in pace, 4 x 25 m progressive and 100 m smooth. The times were recorded manually by a trained expert with a stopwatch.

In the third session, all the swimmers performed a 6-repetition maximum series of semi-squats, which, according to the Brzycki prediction equation (1993), represents 86.1% of 1-repetition maximum. After 8 min of recovery (Bewan et al., 2009; Kilduff et al., 2011, Cuenca-Fernández et al., 2015), the times for 25 m were recorded (with a partial measurement at 15 m) to observe the direct influence of a leg strength exercise on swimming speed. In the fourth session, the swimmers performed a 6-repetition maximum series of lat pulldowns. Eight minutes later, they performed 25 m of swimming at maximum speed. In the last study session, the swimmers performed a 6-repetition maximum series of squats followed by 6-repetition maximum in lat pulldown and, after 8 min, 25 m of swimming. In this last session, half of the swimmers started with the
squat series, and the other half started with the lat pulldowns, in a randomised manner. Passive recovery was performed in all sessions.

**Statistical analysis**

The SPSS v.19.0 statistical program was employed for the data analysis. We calculated the means and standard deviations of the study endpoints. The normality of the sample was checked with the Shapiro-Wilk test. To analyse the differences in the 15- and 25-m times among the various measurements, we applied a one-way, repeated measures analysis of variance (ANOVA), establishing a significance level of p<.05. To analyse the differences according to sex, we applied a two-way repeated measures ANOVA (warm-up condition and sex), verifying the homogeneity of variances using Levene’s test. In addition, a partial eta squared ($\eta^2$) was calculated as an index of effect size, and was interpreted as small (0.01), moderate (0.06) and large (0.14) (Cohen, 1988).

**Results**

The mean weight lifted in the 6-repetition maximum in the semi-squat test was $74.5 \pm 13.3$ kg, whereas the mean weight in the 6-repetition maximum in the lat pulldown test was $63.0 \pm 9.2$ kg. Table 1 shows the results for the 15 m and 25 m. There were no differences in the times after each of the tasks in the 15 m ($\eta^2=0.08$). However, we observed a difference ($p<0.1; \eta^2=0.43$) between the time in the 25 m after the 6-repetition maximum lat pulldown task and the time in the 25 m after the 6-repetition maximum semi-squat plus 6-repetition maximum pulldown task. When analysing the results according to sex, we found that in no case there were differences (sex x warm-up condition) in time in the 15 m ($\eta^2=0.07$) and 25 m ($\eta^2=0.04$) in each of the evaluation sessions for either the men or the women. However, if sex is the only factor considered, we found a partial eta square of 0.15 for the 15 m and 0.09 for the 25 m.

<table>
<thead>
<tr>
<th>Task</th>
<th>Participants</th>
<th>15 m mean ± SD</th>
<th>25 m mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional warm up</td>
<td>All subjects (N=10)</td>
<td>7.05 ± 0.71</td>
<td>12.75 ± 1.21</td>
</tr>
<tr>
<td></td>
<td>Men (N=6)</td>
<td>6.84 ± 0.66</td>
<td>12.48 ± 1.30</td>
</tr>
<tr>
<td></td>
<td>Women (N=4)</td>
<td>7.37 ± 0.75</td>
<td>13.16 ± 1.11</td>
</tr>
<tr>
<td>6-repetition maximum Squat</td>
<td>All subjects (N=10)</td>
<td>7.03 ± 0.79</td>
<td>12.78 ± 1.26</td>
</tr>
<tr>
<td></td>
<td>Men (N=6)</td>
<td>6.85 ± 0.77</td>
<td>12.53 ± 1.39</td>
</tr>
<tr>
<td></td>
<td>Women (N=4)</td>
<td>7.30 ± 0.86</td>
<td>13.16 ± 1.10</td>
</tr>
</tbody>
</table>
Table 1. Time in the 15 m and 25 m after each task.

<table>
<thead>
<tr>
<th>Task Description</th>
<th>All subjects (N=10)</th>
<th>Men (N=6)</th>
<th>Women (N=4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-repetition maximum Squat + 6-repetition maximum Pulldown</td>
<td>7.04 ± 0.72</td>
<td>6.80 ± 0.63</td>
<td>7.40 ± 0.78</td>
</tr>
<tr>
<td>6-repetition maximum Pulldown</td>
<td>6.96 ± 0.67</td>
<td>6.74 ± 0.64</td>
<td>7.31 ± 0.62</td>
</tr>
</tbody>
</table>

Discussion

Our aims were to analyse the acute responses caused by various tasks with heavy loads (semi-squat, lat pulldown and both) compared with traditional warm-up in the swim speed for 15 m and 25 m and to compare the results according to sex. We found no improvements in the times for the 15- and 25-m lengths at maximum speed after previously performing one or several strength exercises with heavy loads prior to swimming when compared with the implementation of a traditional warm-up. This result is in line with Sarramian et al. (2015) who found no differences in the times for the 50-m freestyle after a traditional warm-up compared with various PAP warm-ups, observing in some cases better times after the traditional warm-up. First, we must consider the task performed, because it was not an explosive action such as a swimming start, but rather a longer-lasting action. Although it was also not a task with the duration of a 15-m or 25-m swimming sprint, we have in any case shown that the complex method could be interesting for improving sprint performance.

Matthews et al. (2004) investigated the acute effect of a pre-competition resistance training warm-up on subsequent 20-m sprint performance, observing improvements in 20-m sprints after a 5-repetition maximum in squats in rugby players. Despite involving a similar distance to those evaluated in our study, in that case, the 20-m sprints are in running and not in swimming. Gullich and Schmidtbleicher (1996) and González-Ravé et al. (2009) stated that the potentiation phenomenon is only effective when the participants were experts and belong to a professional group. The current study supports this statement, given that the selected sample was not an elite group. In contrast Young et al. (1998) and Evans et al. (2000) obtained gains in potentiation work with midlevel participants, although the participants did have experience in working with loads. This differs partially from our study because our participants
who performed the squat and those who performed the 6-repetition maximum did not typically work with heavy loads.

The intensity of the load employed in our study was 86.1% of 1-repetition maximum (6-repetition maximum). Kilduff et al. (2011) worked with three repetitions at 87% of 1-repetition maximum in swimming, obtaining significant improvements at 8 min in the countermovement jump but not in the 15-m sprint. This finding is within the 75%–85% margin of 1-repetition maximum (Radcliffe and Radcliffe, 1996) needed to promote potentiation, although it is true that these authors proposed four sets of four repetitions versus the single sets of six repetitions that was performed in the present study. However, our study is supported by studies that obtained PAP improvements with a single set of 5-repetition maximum (Young et al., 1998; Evans et al., 2000; Matthews et al., 2004; Scott and Docherty, 2004).

There is no clear evidence of a different functioning of the PAP mechanism between men and women. It is difficult to compare differences due to the limited samples and availability of women participants. The number of studies that treat both groups and establish differences is limited. It has been suggested that the PAP mechanism could be more effective in men (Radcliffe and Radcliffe, 1996). A study by Sarramian et al. (2015) observed that men achieved better times in the 50 m freestyle after an upper-body PAP warm-up compared with a combined PAP warm-up or a traditional warm-up. In our study, although no differences were observed, the large and moderate effect sizes according to sex, of 15 m and 25 m, respectively, can suggest the possibility of differences between sex, if studied with a large sample. In any case, it is unclear whether this phenomenon affects men and women differently (O’Leary, Hope, and Sale, 1998).

Conclusions

We can state that there are no significant differences in the times for the 15 m and 25 m freestyle at maximum speed after performing the various tasks with heavy loads (semi-squat, lat pulldown and both) 8 min before swimming. We can therefore confirm that there is insufficient scientific evidence to confirm that the PAP exercise with these characteristics improves speed performance in a 25-m swimming test. There are no significant differences according to sex in the recorded sessions or in the 15- and 25-m lengths. There is therefore no apparent difference in the functioning of the PAP mechanism between men and women, considering the study characteristics.
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Introduction

Altitude training (AT) at natural environment has been a matter of extensive research for half a century and, despite some sceptical views (1-3), it continues to play an important role in the preparation of elite and sub-elite athletes in many countries (4, 5). Paradoxically, there is a remarkable lack of controlled and adequately powered studies on natural AT in the scientific literature, particularly in elite athletes, and there is no clear evidence that AT enhances performance more than training at sea level (SL) (1, 5-7). The theoretical concept behind this practice is the independent and combined effects of the physiological processes of acclimatization to chronic hypoxia and those derived from training under the additional stress imposed by exercising in a hypoxic environment (8). In accordance with some investigations, altitude acclimatization results in central and peripheral adaptations, i.e. augmented red cell volume, haemoglobin (Hb) mass and maximal oxygen uptake ($\dot{V}O_2_{max}$) that improve primarily systemic oxygen delivery (“erythropoietic paradigm”) (9, 10), while others argue against this view and support the concept of “nonhematological” adaptations such as improved muscle efficiency, greater muscle buffering and the ability to tolerate lactic acid production (11, 12).

Conversely, the combination of intense training and hypoxia may have a negative impact on athlete’s performance capacity and health status, causing unfavourable effects such as acute mountain sickness (13), immune suppression (14), iron-deficient erythropoiesis (15), cathecolamine mediated glycogen depletion (16) and increased oxidative stress and tissue damage (17), among others. Interestingly, a recent meta-analysis concluded that AT performance gains could be related to a placebo or nocebo effect (7).

There are different strategies to train at altitude. The classical approach (“live high-train high”, Hi-Hi), used since the late 1960s, involves
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SL-resident athletes who travel to and subsequently live and train at moderate altitude. Despite being used by many elite swimmers and coaches, there is no clear evidence that training at natural altitude enhances performance more than training at SL (6). In a milestone study published in the mid-1990s, Levine & Stray-Gundersen provided evidence that the “live high-train low” (Hi-Lo) strategy can improve 3000- to 5000-m running performance in collegiate/club runners (9). Later, this approach was modified to limit the low-altitude training sessions to only high-intensity workouts and was subsequently termed “live high-train high and low” (Hi-HiLo). The improvement in running performance was associated with increase in red cell mass, the subsequent increase in maximal oxygen uptake (VO$_{2\text{max}}$), the “high altitude effect”, and the maintenance of high-intensity training velocities and oxygen flux to the muscles “the low altitude effect” (18). This paradigm has been sustained by later investigation in elite endurance athletes performing different sports including running (19), orienteering (20), and cycling (21). However, these studies are difficult to compare with each other directly given the many differences in experimental design (12).

The aims of this systematic review are: 1) to collate and to critically evaluate the empirical evidence sustaining the use of natural AT in athletes with the main goal of improving SL performance; and 2) to derive which of the different natural AT strategies is more efficient for enhancing SL performance when the athletes come back to SL training and competition. To achieve these goals, we systematically reviewed controlled and uncontrolled studies through the PubMed and SPORTDiscus databases. The studied participants were athletes from regional to elite level, the exposure of interest was natural AT, and the main outcome of interest was performance.

**Methods**

**Literature search**

This systematic review followed the PRISMA statement guidelines (22). To achieve this, a systematic literature search was conducted for studies in any language indexed in the PubMed and SPORTDiscus databases (up to March 2017). This search was performed using the following selected keywords: ALL FIELDS, altitude training AND sport AND performance, NOT simulated OR artificial OR normobaric, NOT review. To manage the bibliographic references the EndNote (ver. X7) software was used.
Eligibility criteria and study selection
In order to be considered eligible for inclusion, studies had to meet the following criteria: 1) participants were healthy adult competitive athletes; 2) studies were controlled and uncontrolled; 3) altitude exposure was natural (classic or terrestrial, not artificial or simulated); 4) primary focus was SL performance (articles with no performance measures were excluded); 5) original studies were used only (no reviews); and 6) studies published in any language.

The flow chart of literature screening approach and study identification is displayed in figure 1. From the 325 articles initially identified, we removed 51 duplicated articles, 224 were excluded from title and abstract information, and 30 articles were excluded after reading the full text for not meeting the eligibility criteria or due to impossibility to access them. Finally, 20 studies were included in the qualitative review.

Figure 1. Flow chart of literature screening approach and study identification.
Data extraction

We developed a data extraction table classifying the type/level of athletes, altitude strategy, sample size, study design, follow up during the intervention, living and training characteristics and effects on performance measures. Performance data extraction was done from time trials, race results, power output and total work capacity (cycle ergometry) and time scores. Weight-adjusted $\dot{V}O_{2\text{max}}$ values and selected haematological data (Hb mass, Hb blood concentration and haematocrit ratio) were also extracted.

Results

Study characteristics

A total of 20 studies, 7 controlled and 13 uncontrolled, were identified for inclusion in the systematic review. These studies involved 439 athletes, from which 173 took part in the controlled studies and 266 in the uncontrolled studies. 247 out of the total 439 participants were elite athletes (56%), and the rest were from regional/interregional to subelite level athletes (44%), a fact that can bring about large differences in performance level and range for improvement, making difficult to compare investigation results. The intervention methodologies and type of designed utilized were as follows: 14 Hi-Hi (5 controlled), 4 Hi-Lo (3 controlled), and 3 Hi-HiLo (1 controlled)

Classical altitude training (Hi-Hi) controlled studies

Only 5 controlled Hi-Hi studies were identified (table 1). Using a cross-over design, Adams et al. reported no potentiating effect of hard endurance training at 2300 m over equivalent SL training on 2-mile performance time or $\dot{V}O_{2\text{max}}$ in well-conditioned middle-distance runners (23) The study by McLean et al. consisted on a Hi-Hi training camp involving a group of 21 Australian football players and 9 Lo-Lo controls. The Hi-Hi group likely improved 2000-m time trial performance by 1.5% after altitude with very large individual variability (90%CI: -3.3–6.3%) and low individual responsiveness (0.8%). This change was paralleled by a very likely increase in Hb mass (2.8%) (24). Levine & Stray-Gundersen failed to find any effect on performance after 4 weeks of Hi-Hi intervention despite an increase of $\dot{V}O_{2\text{max}}$ (3.4%) and red cell mass (10%) (9). Burtscher et al. studied two groups of amateur runners and found no group differences in cycling total work capacity between the Hi-Hi group and the Lo-Lo controls: 3 and 16 days after the intervention the Lo-Lo group improved 8% and 17% whereas the Hi-Hi group improved 0.3% and 8%, respectively (25).
Only Rodríguez et al. showed a significant improvement in swimming performance after living and training at 2320 m during 3 or 4 weeks (e.g., 3.1% and 3.4% in specific 100 m or 200-m time trial), but this change was not significantly different from that experienced by the Lo-Lo control group (3.7%) (26). Interestingly, two studies reporting increases in $\dot{V}O_{2\text{max}}$ did not find a concomitant improvement in performance compared with SL controls. In summary, only one study actually provided evidence of superior improvement of Hi-Hi altitude training compared with SL (24). However, the magnitude of these changes seems lower than can be expected because of a SL training camp, and placebo or nocebo effects cannot be ruled out.

**Hi-Lo and Hi-HiLo controlled studies**

Four controlled studies were identified (table 2). Levine & Stray-Gundersen were the first to use the Hi-Lo strategy in their classical study cited above (9), in which they assigned collegiate and club amateur runners to Hi-Hi, Hi-Lo, and Lo-Lo (control) groups. They reported an improvement on 5000-m running performance (1.3%) in the Hi-Lo runners three weeks after the training camp and attributed this to increased $\dot{V}O_{2\text{max}}$ (5%) and red cell mass (10%), according to the “erythropoietic paradigm”. In a study by Dehnert et al. two groups of subelite triathletes followed a Lo-Lo or Hi-Lo intervention for 2 weeks and found no effects on cycling or treadmill running performance despite a 7% increase in $\dot{V}O_{2\text{max}}$ and unchanged Hb mass (27). In contrast, Wehrlin et al. (20) studied a group of 10 elite orienteers using a Hi-Lo strategy for 24 days and comparing them with 7 Lo-Lo cross country skiers, and reported an improvement in 5000-m running performance (1.6%) in the Hi-Lo group, paralleled by increased $\dot{V}O_{2\text{max}}$ (4.1%) and red cell mass (5.3%), which are comparable to previous results in runners (9). Finally, Rodríguez et al. conducted the only controlled study using the Hi-HiLo strategy in which athletes live at altitude and train at the same and a lower altitude (26). Four groups of international level swimmers were compared: Hi-Hi for 3 and 4 weeks (previously cited), and Hi-HiLo and Lo-Lo controls for 4 weeks. Although all groups improved after a well-controlled training camp, the Hi-HiLo group of swimmers further improved 50-, 100- (sprinters) or 200- (non-sprinters), and 400-m swimming performance (5.5%, 6.3% and 4.7%, respectively) 2 to 4 weeks after the training camp. However, this substantial improvement in performance could not be attributed to changes in $\dot{V}O_{2\text{max}}$, Hb mass or swimming economy and, therefore, to the “erythropoietic paradigm”.

180
Classical altitude training (Hi-Hi) uncontrolled studies

Nine uncontrolled studies using the classical Hi-Hi strategy met the inclusion criteria (table 3). Overall, only 2 studies showed some evidence of beneficial effects on performance (28, 29) and 1 was uncertain (30). Noteworthy, in the study by Roels et al. the modest increase in 2000-m trial (1.9%) was only significant when the swimmers lived and trained at 1200 m of altitude, but not at 1850 m (29). Moreover, another study showed a decrease in performance after 21 to 27 days of Hi-Hi intervention in four different groups (n = 97) of elite swimmers (31). The other 6 studies did not show significant changes in performance despite some modest changes in \( \dot{V}O_{2\text{max}} \) (32, 33), Hb mass (31, 34), blood red cell markers (30, 35) or without haematological changes (36).

Hi-Lo and Hi-HiLo uncontrolled studies

The systematic review included 3 uncontrolled studies examining the Hi-Lo strategy and 3 studies using the Hi-HiLo strategy (table 4). These studies were conducted by mostly the same group of researchers and used similar designs and methodologies. In a retrospective study using the Hi-Lo approach, 8 out of 12 collegiate runners were classified as responders and improved their time in a 5000-m time trial by 3.6% whereas the non-responder decreased their performance time by 1.3%. The better times of the responders was paralleled by a non-significant increase in \( \dot{V}O_{2\text{max}} \) (7.5%) (37). Coincident results were obtained by these authors in a prospective study with elite distance runners (37). Also Stray-Gundersen et al. reported modest but significant performance gains in 22 elite runners on a 3000-m time trial (1.1%) associated to a 3% increase in \( \dot{V}O_{2\text{max}} \) (18). To identify the optimal altitude for training using the Hi-HiLo approach, Chapman et al. compared four groups of collegiate runners living at four altitudes (from 1780 to 2800 m) and training at varying altitudes from 1250 to 3000 m. They found that only the middle altitudes (i.e., 2084 and 2454 m) evoked significant gains in 3000-m time trial running performance (2.1 to 2.8%), associated to a 3% to 8% increase in \( \dot{V}O_{2\text{max}} \) (38). Similarly, Saugy et al. conducted a study with 13 well-trained triathletes who lived at 220 m and trained at 1100-1200 m of altitude and found an improvement in 3000-m time trial running performance (3.3%) after 3 weeks upon return to sea level, with no changes 1 and 7 days after the altitude training camp. \( \dot{V}O_{2\text{max}} \) also increased by 5.2% (39).
## Table 1. Summary of CONTROLLED studies on natural altitude training using the Hi-Hi strategy for sea level performance enhancement.

<table>
<thead>
<tr>
<th>Study</th>
<th>Subjects (level)</th>
<th>Strategy*</th>
<th>Sample size b</th>
<th>Design*</th>
<th>Follow up d</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adams et al. 1975 (23)</td>
<td>Runners (middle-distance)</td>
<td>Lo-Lo vs. Hi-Hi</td>
<td>12M</td>
<td>CON</td>
<td>X-over</td>
<td>Altitude (m)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2300</td>
</tr>
<tr>
<td>Burtscher et al. 1996 (25)</td>
<td>Runners (amateur)</td>
<td>Lo-Lo vs. Hi-Hi</td>
<td>12M</td>
<td>CON</td>
<td>R, Pre-post</td>
<td>Altitude (m)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10M</td>
<td></td>
<td></td>
<td>187</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2315</td>
</tr>
<tr>
<td>Levine &amp; Stray-Gundersen 1997 (9)</td>
<td>Runners (collegiate/club level)</td>
<td>Lo-Lo vs. Hi-Hi</td>
<td>9M, 4F</td>
<td>CON</td>
<td>Pre-post</td>
<td>Altitude (m)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9M, 4F</td>
<td></td>
<td></td>
<td>150</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2500-2700</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>28</td>
</tr>
<tr>
<td>McLean et al. 2013 (24)</td>
<td>Australian footballers (elite)</td>
<td>Lo-Lo vs. Hi-Hi</td>
<td>9M, 21M</td>
<td>CON</td>
<td>Pre-post</td>
<td>Altitude (m)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>~2130</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19</td>
</tr>
<tr>
<td>Rodríguez et al. 2015 (26)</td>
<td>Swimmers (elite)</td>
<td>Lo-Lo vs. Hi-Hi</td>
<td>8F, 3M</td>
<td>CON</td>
<td>Pre-post</td>
<td>Altitude (m)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8F, 7M</td>
<td></td>
<td></td>
<td>190 or 655</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10F, 6M</td>
<td></td>
<td></td>
<td>2320</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2320</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>28</td>
</tr>
</tbody>
</table>

*a* Lo-Lo, live low–train low; Hi-Hi, live high–train high.

*b* F, females; M, males.

*c* CON, controlled trial; UN, uncontrolled trial; R, randomised; NR, non-randomised; X-over, cross-over

*d* D#, testing post-intervention (day number).

*e* TT, time trial in specific sport; CY, cycling test; TWC, total work capacity; TM, treadmill test.

*f* RCM, red cell mass; RCV, red cell volume.

↑, improvement/increase/benefit; ←→, no change; ↓, worsening/decrease/harm; =, same as above

*, significantly different from values measured before training or compared to sea-level controls (p<0.05); n.s., non-significant difference (p≥0.05); ?, uncertain/not reported.
### Effects on performance measures* (Δ% from pre-values)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Other changes</th>
<th>VO_{\text{max}}</th>
<th>Hb_{\text{mais}}</th>
<th>Other$^i$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-Season</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TT 2km:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post1: ↑1.5%* (±4.8% 90%CL)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post2: trivial changes vs. Post1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-season</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TT 50, 100/200, 400m:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>↔</td>
<td>↔</td>
<td>↔</td>
<td>↔</td>
</tr>
<tr>
<td></td>
<td>↔</td>
<td>↔</td>
<td>↔</td>
<td>↔</td>
</tr>
<tr>
<td></td>
<td>↔</td>
<td>↔</td>
<td>↔</td>
<td>↔</td>
</tr>
</tbody>
</table>

### Other changes

<table>
<thead>
<tr>
<th>Phase</th>
<th>Other changes</th>
<th>VO_{\text{max}}</th>
<th>Hb_{\text{mais}}</th>
<th>Other$^i$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Subjects (level)</td>
<td>Strategy (^a)</td>
<td>Sample size (^b)</td>
<td>Design (^c)</td>
</tr>
<tr>
<td>----------------------------</td>
<td>-------------------------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>---------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lo-Lo vs. Hi-Lo</td>
<td>9M, 4F</td>
<td>CON</td>
</tr>
<tr>
<td>Levine &amp; Stray-Gundersen 1997 (9)</td>
<td>Runners (collegiate/club/level)</td>
<td></td>
<td>9M, 4F</td>
<td>Pre-post</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dehnert et al. 2002 (27)</td>
<td>Triathletes (subelite)</td>
<td>Lo-Lo vs. Hi-Lo</td>
<td>8M, 3F</td>
<td>CON</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7M, 3F</td>
<td>Pre-post</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wehrlin 2006 (20)</td>
<td>Orienteers and cross country skiers (elite)</td>
<td>Lo-Lo vs. Hi-Lo</td>
<td>3M, 4F</td>
<td>CON</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5M, 5F</td>
<td>Pre-Post</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rodríguez et al. 2015 (26)</td>
<td>Swimmers (elite)</td>
<td>Lo-Lo vs. Hi-HiLo</td>
<td>8F, 3M, 4F, 8M</td>
<td>CON</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pre-post</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.** Summary of CONTROLLED studies on natural altitude training using the Hi-Lo or Hi-HiLo strategies for sea level performance enhancement.

\(^a\) Lo-Lo, living low, training low; Hi-Lo, live high–train low; Hi-HiLo, live high–train high and low; L, living; T, training.

\(^b\) F, females; M, males; -over, crossover; R, randomised; NR, non-randomised.

\(^c\) D#, testing post-intervention (day number).

\(^d\) TT, time trial in specific sport; CY, cycling test; TM, treadmill test.

\(^e\) RCM, red cell mass; RCV, red cell volume.

↑, improvement/increase/benefit; ←→, no change; ↓, worsening/decrease/harm; =, same as above

*, significantly different from values measured before training or compared to sea-level controls (p<0.05); n.s., non-significant difference (p≥0.05); ?, uncertain/not reported.
### Table 2

**Summary of CONTROLLED studies on natural altitude training using the Hi-Lo or Hi-HiLo strategies for sea level performance enhancement.**

<table>
<thead>
<tr>
<th>Phase</th>
<th>Effects on performance measures* (Δ% from pre-values)</th>
<th>Other changes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>VO\textsubscript{2max}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>?</td>
<td>↔</td>
<td>↔ 5%*</td>
</tr>
<tr>
<td></td>
<td>TT 5km ↑1.3%*</td>
<td></td>
</tr>
<tr>
<td>?</td>
<td>↔</td>
<td>↔↑7%</td>
</tr>
<tr>
<td></td>
<td>↔ Incremental CY ramp,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>↔ TM tests, n.s. trend to improve running time</td>
<td></td>
</tr>
<tr>
<td>Pre-season</td>
<td>No measures in Lo-Lo group</td>
<td>↑4.1%</td>
</tr>
<tr>
<td></td>
<td>TT 5km ↑1.6%</td>
<td></td>
</tr>
<tr>
<td>In-season</td>
<td>TT 50, 100/200, 400m: ↑3.2%*, 3.7%*, 1.6%*</td>
<td>↔</td>
</tr>
<tr>
<td></td>
<td>↑5.5%*, 6.3%*, 4.7%*</td>
<td>↔</td>
</tr>
<tr>
<td></td>
<td>(Hi-HiLo &gt; Lo-Lo*)</td>
<td>↔</td>
</tr>
<tr>
<td></td>
<td></td>
<td>↔</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Lo-Lo, living low, training low; Hi-Lo, live high–train low; Hi-HiLo, live high–train high and low; L, living; T, training.

\textsuperscript{b} F, females; M, males. -over, crossover; R, randomised; NR, non-randomised.

\textsuperscript{d} D#, testing post-intervention (day number).

\textsuperscript{e} TT, time trial in specific sport; CY, cycling test; TM, treadmill test.

\textsuperscript{f} RCM, red cell mass; RCV, red cell volume.

\textsuperscript{g} ↑, improvement/increase/benefit; ↓, worsening/decrease/harm; =, same as above

\textsuperscript{h} *, significantly different from values measured before training or compared to sea-level controls (p < 0.05); n.s., non-significant difference (p ≥ 0.05); ?, uncertain/not reported.
### Table 3. Summary of UNCONTROLLED studies on natural altitude training

<table>
<thead>
<tr>
<th>Study</th>
<th>Subjects</th>
<th>Strategy*</th>
<th>Samplezeb</th>
<th>Design*c</th>
<th>Follow</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faulkner et al. 1967</td>
<td>Swimmers, fit men</td>
<td>Hi-Hi</td>
<td>16M 5M</td>
<td>UN Pre-post</td>
<td>D1</td>
<td>2300</td>
</tr>
<tr>
<td>Faulkner et al. 1968</td>
<td>Runners (subelite)</td>
<td>Hi-Hi</td>
<td>5M 5M 4M</td>
<td>UN Pre-post</td>
<td>D4 to D13</td>
<td>2300</td>
</tr>
<tr>
<td>Mizuno et al. 1990</td>
<td>X-country skiers (subelite)</td>
<td>Hi-Hi</td>
<td>10M</td>
<td>UN Pre-post</td>
<td>?</td>
<td>2100</td>
</tr>
<tr>
<td>Roels et al. 2006</td>
<td>Swimmers (elite)</td>
<td>Hi-Hi</td>
<td>9M</td>
<td>UN X-over</td>
<td>D1,3,15,1</td>
<td>7</td>
</tr>
<tr>
<td>Schmitt et al. 2006</td>
<td>X-country skiers, swimmers, runners (elite)</td>
<td>Hi-Hi</td>
<td>20M</td>
<td>UN Pre-post</td>
<td>D1,15</td>
<td>1200</td>
</tr>
<tr>
<td>Hue et al. 2007</td>
<td>Swimmers, (regional/interregional)</td>
<td>Hi-Hi</td>
<td>2F, 6M</td>
<td>UN Pre-post</td>
<td>D10,30</td>
<td>1800</td>
</tr>
<tr>
<td>Siewierski et al. 2012</td>
<td>Swimmers (elite)</td>
<td>Hi-Hi</td>
<td>6M, 2F</td>
<td>UN Pre-post</td>
<td>Race results pre-post</td>
<td>2300</td>
</tr>
<tr>
<td>Gough et al. 2012</td>
<td>Swimmers (elite)</td>
<td>Hi-Hi</td>
<td>14M, 3F</td>
<td>UN Pre-post</td>
<td>D1,7,14,2</td>
<td>8</td>
</tr>
<tr>
<td>Wachsmuth et al. 2013</td>
<td>Swimmers (elite)</td>
<td>Hi-Hi1, Hi-Hi2, Hi-Hi3, Hi-Hi4</td>
<td>13M, 6F 6M, 4F 5M, 2F 4M, 1F</td>
<td>UN Pre-post</td>
<td>All racing results</td>
<td>2320</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Atitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>2300</td>
</tr>
<tr>
<td>2300-3100</td>
</tr>
<tr>
<td>4300-2300</td>
</tr>
<tr>
<td>2100</td>
</tr>
<tr>
<td>1200</td>
</tr>
<tr>
<td>1850</td>
</tr>
<tr>
<td>1200</td>
</tr>
<tr>
<td>1800</td>
</tr>
<tr>
<td>2300</td>
</tr>
<tr>
<td>2135-2323</td>
</tr>
<tr>
<td>2320</td>
</tr>
<tr>
<td>2320</td>
</tr>
<tr>
<td>1360</td>
</tr>
</tbody>
</table>

* Lo-Lo, living low, training low; Hi-Hi, live high–train high; L, living; T, training.

b F, females; M, males.

c CON, controlled trial (vs. sea level); UN, uncontrolled trial (vs. sea level); X-over, crossover; R, randomised; NR, non-randomised.

d D#, testing post-intervention (day number).

e TT, time trial in specific sport; CY, cycling test; PPO, peak power output; TM, treadmill test; Re, responders; NRe, non-responders; pts, FINA score points.
<table>
<thead>
<tr>
<th>Duration</th>
<th>Phase</th>
<th>V̇O₂max</th>
<th>Hb mass</th>
<th>Other$^f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td></td>
<td>↔</td>
<td>↔</td>
<td>Hb↑ 10%*</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>100, 200, 500 yd</td>
<td>↔</td>
<td>Htc↑ 14%*</td>
</tr>
<tr>
<td>42</td>
<td></td>
<td>↑1% 1.2%</td>
<td>↑2%</td>
<td>↑2%</td>
</tr>
<tr>
<td>35</td>
<td></td>
<td>↑1% 2.0%</td>
<td>↑2%</td>
<td>↑2%</td>
</tr>
<tr>
<td>38</td>
<td></td>
<td>↑1% 2.3%</td>
<td>↑2%</td>
<td>↑2%</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>↑17%*</td>
<td>↔</td>
<td>↑29 O₂ deficit</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>↑1.9%*</td>
<td>↔</td>
<td>↑6% buffer capacity</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>↑3.3%*</td>
<td>↔</td>
<td>↑7% economy</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>↔</td>
<td>↔</td>
<td>↔</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td>↑3.1% pts</td>
<td>↔</td>
<td>RBC: ↑14.4%</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td>↔</td>
<td>↑4%*</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Two years</td>
<td>D0-14 ↓11 pts</td>
<td>↑6.5%</td>
<td>↑5.0%</td>
</tr>
<tr>
<td>26</td>
<td>preparation</td>
<td>D15-24 ↓4 pts</td>
<td>↑7.2%</td>
<td>↑4.0%</td>
</tr>
<tr>
<td>21</td>
<td>for Olympic</td>
<td>D25-35 ↓2 pts</td>
<td>↑8.6%</td>
<td>↑3.3%</td>
</tr>
<tr>
<td>23</td>
<td>Games</td>
<td></td>
<td>↑3.3%M, 2.7%F</td>
<td></td>
</tr>
</tbody>
</table>

$^f$ RCM, red cell mass; RCV, red cell volume.

↑, improvement/increase/benefit; ↔, no change; ↓, worsening/decrease/harm; =, same as above

*, significantly different from values measured before training or compared to sea-level controls (p<0.05); n.s., non-significant difference (p≥0.05); ?, uncertain/not reported.
<table>
<thead>
<tr>
<th>Study</th>
<th>Subjects (level)</th>
<th>Strategy&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Sample size&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Design&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Follow up&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Training</th>
<th>Altitude (m)</th>
<th>Duration (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapman et al. 1998 (retrospective) (37)</td>
<td>Runners (collegiate)</td>
<td>Hi-Lo</td>
<td>4F, 9M</td>
<td>UN Pre-post</td>
<td>D3</td>
<td>L 2500</td>
<td>T 1200-1400</td>
<td>28</td>
</tr>
<tr>
<td>Chapman et al. 1998 (prospective) (37)</td>
<td>Distance runners (elite)</td>
<td>Hi-HiLo</td>
<td>8M, 14M</td>
<td>UN Pre-post</td>
<td>D3</td>
<td>L 2500</td>
<td>T 1200-1400</td>
<td>20</td>
</tr>
<tr>
<td>Stray-Gundersen et al. 2001 (18)</td>
<td>Runners (elite)</td>
<td>Hi-HiLo</td>
<td>8F, 14M</td>
<td>UN Pre-post</td>
<td>D3</td>
<td>L 2500</td>
<td>T 1250</td>
<td>27</td>
</tr>
<tr>
<td>Chapman et al. 2013 (38)</td>
<td>Distance runners (collegiate)</td>
<td>Hi-HiLo</td>
<td>4F, 6M</td>
<td>UN Pre-post</td>
<td>D1,14</td>
<td>L 1780</td>
<td>L 2084</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hi-HiLo</td>
<td>4F, 7M</td>
<td></td>
<td></td>
<td>L 2454</td>
<td>L 2800</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hi-HiLo</td>
<td>4F, 8M</td>
<td></td>
<td></td>
<td>(T 1250-3000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saugy et al. 2014 (39)</td>
<td>Triathletes (well trained)</td>
<td>Hi-Lo</td>
<td>13M</td>
<td>UN Pre-post</td>
<td>D1,7,2</td>
<td>L 2250</td>
<td>(T 1100-1200)</td>
<td>18</td>
</tr>
</tbody>
</table>

**Table 4.** Summary of UNCONTROLLED studies on natural altitude training using the Hi-Lo or Hi-HiLo strategies for sea level performance enhancement.

<sup>a</sup> Lo-Lo, living low; training low; Hi-Hi, live high–train high; L, living; T, training.
<sup>b</sup> F, females; M, males.
<sup>c</sup> CON, controlled trial (vs. sea level); UN, uncontrolled trial (vs. sea level); X-over, crossover; R, randomised; NR, non-randomised.
<sup>d</sup> D#, testing post-intervention (day number).
<sup>e</sup> TT, time trial in specific sport; CY, cycling test; PPO, peak power output; TM, treadmill test; Re, responders; NR, non-responders; FINA pts, FINA score points.
<sup>f</sup> RCM, red cell mass; RCV, red cell volume.
↑, improvement/increase/benefit; <->, no change; ↓, worsening/decrease/harm; =, same as above
### Effects on performance measures (Δ% from pre-values)*

<table>
<thead>
<tr>
<th>Phase</th>
<th>VO_{max}</th>
<th>Hb_{mass}</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>?</td>
<td>R (n=8) ↑ TT 5km 3.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR (n=4) ?↓ TT 5km -1.3%</td>
<td>R ↑7.5%*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR ↔</td>
<td></td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>Hb: R ↑9.5*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR ↑8.0*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Htc: R ↑5.9*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR ↑7.9*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>?</td>
<td>R (n=9) ↑ TT 3km -5.8s*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR (n=5) ↔ TT 3km</td>
<td>R ↑3.4 ml/kg·min</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NR ↔ (n.s.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Near season’s fitness peak</td>
<td>TT 3 km: ↑1.1%*</td>
<td>↑3%</td>
<td>↑1 g/dl</td>
</tr>
<tr>
<td>?</td>
<td>TT 3 km: ↔</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>↑2% D1, 4%* D14</td>
<td>↑3%* D1, 5%* D14</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>↑2.8%* D1, 2.1%* D14</td>
<td>↑4%* D1, 8%* D14</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>↔</td>
<td>↑6%* D1, 4%* D14</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td>RCM: ↑7.0%</td>
<td>↑6.3%</td>
<td></td>
</tr>
<tr>
<td>Competitiv e season</td>
<td>TT 3 km: ↔ at D1, D7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>↑3.3%* at D21</td>
<td>↑5.2%</td>
<td>↑1.8%</td>
</tr>
<tr>
<td></td>
<td>PPO: ↑6.6%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*significantly different from values measured before training or compared to sea-level controls (p<0.05); n.s., non-significant difference (p≥0.05); ?, uncertain/not reported.
Discussion

This systematic review, which aimed at assessing the empirical evidence sustaining the use of AT in athletes with focus on SL performance enhancement, does not appear sufficiently robust to determine the efficacy and appropriate characteristics (duration, altitude and training requirements) of an AT camp. Neither it can conclude which of the natural AT strategies is best for enhancing performance at SL. The reviewed studies are difficult to compare with each other directly, given the many differences in experimental design, type of participants, outcome measures and methodology. Notwithstanding, there seems to be a certain consensus—perhaps lacking compelling evidence to support it—that when athletes are exposed to a high enough altitude, for a long enough amount of time, and are able to preserve fitness by training hard under both hypoxic and normoxic conditions, the majority may improve physical performance (40).

We have reviewed publications from 1967 to 2017, a 50-year period. A total of 20 studies have been appraised, but only 7 published articles (33%) had a controlled design. The remaining 14 studies (67%) were uncontrolled and provide low quality evidence since performance changes can be attributed to training alone, training camp effect or placebo/nocebo effect. Concerning the 5 controlled Hi-Hi studies, only the one published by MacLean et al. (24) provided limited evidence of superior improvement compared with SL controls, although the high interindividual variability (-3.3–6.3%) argues against a real AT effect and placebo/nocebo effects cannot be ruled out.

In the last decade the Hi-Lo approach has gained interest over the classical Hi-Hi strategy in the scientific literature and among many endurance athletes (4). In our review, the results of the 4 controlled Hi-Lo or Hi-HiLo studies seem somewhat more convincing compared with those using the classical Hi-Hi approach. In their milestone study, Levine & Stray-Gundersen showed that the Hi-Lo strategy evoked an increase in 5000-m time trial performance (1.3%) in collegiate and club runners (9), despite some researchers argue that this modest improvement could be attributed to a placebo or nocebo effect, as another Hi-Hi group showed the same improvement in \( \dot{V}O_{2max} \) and red cell mass without any change in performance (1). Similar limitations can be attributed to the study by Wehrlin et al. since the improved 5000-m running performance (1.6%) lacked of concomitant performance measures in the control group (20). A recent investigation was the first to show substantial performance improvements after a terrestrial Hi-HiLo intervention using a controlled
design (26). This investigation showed that SL swimming performance of elite swimmers in 100- (sprinters) or 200-m (non-sprinters) time trials was not altered, or in some cases impaired immediately, but improved significantly by ~3.1–3.7% after 1 to 4 weeks of recovery following completion of a coach-prescribed training camp, whether it was conducted at SL or at moderate altitude (2320 m). By including 2 weekly sessions of high-intensity training at lower altitude (Hi-HiLo strategy) a greater improvement in performance occurred 2 and 4 weeks after the training camp (5.3% and 6.3%, respectively). Similarly, further gains in 400- and 50-m freestyle time trial performance was noted 2 weeks (4.2% and 5.2%, respectively) and 4 weeks (4.7% and 5.5%, respectively) following return to SL. In addition, this study shows that the delayed performance improvements are not linked to changes in $\dot{V}_{O2\text{max}}$, oxygen kinetics or Hb mass and hence cannot be attributed exclusively to an enhanced systemic oxygen transport capacity.

Globally, these results are in line with estimations published in a meta-analytic review by Bonetti & Hopkins, who concluded that “performance changes in studies using the conventional Hi-Hi approach were unclear, whereas changes using the terrestrial Hi-Lo strategy were considered likely to be effective both for elite and subelite athletes (~4%), or a more realistic 1.5% when performance was predicted from uncontrolled studies” (7). These estimations are in line with a recent review by Saunders et al. (5) in which, by using a regression analysis of average performance changes, it was estimated that a 3-week terrestrial AT camp would elicit mean performance improvements of ~1.8% (Hi-Hi) and ~2.5% (Hi-Lo) (5).

Levine and Stray-Gundersen were the first to test the hypothesis that acclimatization to moderate altitude (2500 m) plus training at low altitude (1250 m) (Hi-Lo paradigm) improves SL performance in well-trained runners more than in equivalent SL or Hi-Hi controls (9). They also concluded that the correlation between the increase in $\dot{V}_{O2\text{max}}$ and the improvement in 5000-m time after the field training camp argues strongly that this is a key adaptation during altitude training and a necessary mechanism for improving SL performance. Despite this, the performance gain was only 1.3% from pre-training values. Notwithstanding, this study changed the previous AT paradigm that was only focussed on the classical Hi-Hi strategy.

Concerning the 9 uncontrolled Hi-Hi studies included in this review, we can see a very similar picture as for the controlled studies, since only two studies showed some beneficial effects on performance (28, 29), one was uncertain (30), and 1 even showed impaired performance after in a
very large number of elite swimmers (31).

Among the uncontrolled Hi-Lo or Hi-HiLo investigations, two (37) should be analysed with caution as the participants, collegiate or elite runners, were categorized post-facto into ‘responders’ and ‘non-responders’, as they aimed at investigating the individual variation in response to AT. The other 2 studies showed performance changes similar to the controlled groups, although the risk of placebo or nocebo effects is exacerbated. Interestingly, moderate altitudes of ~2100-2500 m were identified as optimal for benefits in 3000-m running performance (41).

**Conclusions**

There are several limitations in every study design using terrestrial AT, including the impossibility of blinding the intervention, limitations in recruiting large numbers of participants, difficulties in group randomisation, control of placebo and nocebo effects, large variability in the response, etc. These barriers make difficult the comparison of the existing studies and the design of new investigations that can meet the high standards of scientific research.

Contrary to common expectations, the systematic review of 20 articles published along 50 years (1967 to 2017) shows that the quality of the empirical evidence about using natural altitude training in competitive athletes with the main goal of improving sea level performance is far from being compelling. However, the available evidence supports the concept that the Hi-Lo and Hi-HiLo strategies offer the best potential for performance benefits, as at least two controlled studies provided sound evidence of positive effects on performance in collegiate/club runners and elite swimmers, respectively. Uncontrolled studies also support this concept despite the lower quality of the evidence.
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Dietary nitrate effects in human athletic performance

Maria Silva¹ and Mónica Sousa²

Introduction

The field of sports nutrition has been studied for more than 50 years. It keeps growing fast, bringing new strategies to enhance athletic performance, to prepare for competition and to recover from exercise (1). Indeed, there are some supplements and sports foods proved to boost performance and recovery; nitrates (NO₃⁻) seem to be one of them and they are growing in popularity among athletes (1). These anions have been studied for the past few years to understand their effects in athletic performance.

According to Bailey SJ (1) and Lansley KE (2) NO₃⁻ supplementation, either as beetroot juice or sodium nitrate, has benefits to cardiovascular health, reducing blood pressure, enhancing blood flow and increasing the driving pressure of oxygen to exercising tissue. Due to these reasons, it is believed that NO₃⁻ could increase exercise performance (1). The effects of NO₃⁻ seem to be mediated via reduction to nitrite (NO₂⁻) and then to nitric oxide (3-5). In fact, NO has been linked to vasodilatation, angiogenesis, mitochondrial biological processes, glucose uptake and calcium pump (6). All these properties appear to be very important in what respects sports, namely exercise efficiency and exercise performance (6).

Until recently, it was believed that NO was generated solely from L-arginine by an enzyme called NO synthase (7), resulting in endogenous production of NO₃⁻ and NO₂⁻. However, now it is known that there are two pathways. So, NO can be produced from L-arginine and oxygen and, subsequently, be oxidized to NO₂⁻ and NO₃⁻ or, alternatively, NO₃⁻ can be reduced to NO₂⁻ by xanthine oxidase and facultative anaerobic bacteria in the oral cavity, and NO₂⁻ can be further reduced to NO and other reactive nitrogen species (6). This process is described in Figure 1.

---
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Baseline levels of NO$_2^-$ correlate positively with exercise performance in highly trained athletes independent of endothelial function (8). In fact, NO has been linked to vasodilatation, angiogenesis, mitochondrial respiration, mitochondrial biogenesis, glucose uptake and sarcoplasmic reticulum Ca$^{2+}$ handling (6). All these properties are relevant to athletic performance from fatigue resistance and exercise efficiency to exercise performance (6). However, potential benefits related to NO$_3^-$ supplementation have been a controversial question. In fact, there are several studies (9-11) which demonstrate that NO$_3^-$ may not have any benefits in exercise performance. Therefore, this review focuses on understanding the evidence-base of nitrate as an ergogenic supplement; on which mechanisms may be responsible for these ergogenic effects and to put forward some practical guidelines for a useful and safe use of nitrates.

**Nitrate food sources**

Although NO$_3^-$ exists in a range of vegetables (12) beetroot is the most popular. It has been already demonstrated that the NO$_3^-$ content present in this vegetable, in fact, gives rise to NO which has been showed to have benefits in exercise performance (6). Besides a high content of NO$_3^-$, it is easy to deliver as a juice. Although it can be made at home, a commercial option is often the most convenient and palatable option. There are already many commercial options of beetroot juice. “BEET it” is one of the most known brand; BeetElite Neo shot, Love beets and Biotta also seem to be good options, as it is showed in Table 1.
However, the consumption of foodstuffs with a reasonable content in the compounds responsible for the increment of NO has not been directly linked to an enhancement of sports performance. Some of these compounds might be L-arginine or L-citrulline which is a precursor of the first one. For example, 300 ml per day of watermelon juice (3.4 g L-citrulline per day) for 16 days have increased plasma concentration of L-arginine, L-citrulline and NO$_2$ (13). However, although systolic pressure was found to be higher in the group consuming watermelon juice compared with the control group, the time-to-exhaustion during a severe-intensity exercise test was not significantly different between groups (13). Nonetheless, the skeletal muscle oxygenation index during moderate-intensity exercise was better among individuals supplemented with watermelon juice (13). Moreover, other recent studies have shown that although the plasma antioxidant capacity was found higher in watermelon juice supplemented groups, there seems to be no influence on post-exercise inflammation and changes in innate immune function (14). Therefore, although watermelon juice supplementation can increase plasma NO$_2^-$ and improve muscle oxygenation during moderate-intensity exercise, it does not seem to improve exercise endurance or even to lower blood pressure in healthy adults (13).

Also, it is important to note that NO is synthetized from L-arginine by the nitric oxide synthase. L-arginine is considered a semi-essential amino acid because the body normally produces it in sufficient amounts.
According to Alvares et al. (3) physiological concentrations of L-arginine in healthy individuals are enough to saturate nitric oxide synthase (3) – L-arginine supplementation might not be useful. Meirelles and collaborators (15) also concluded that acute supplementation of L-arginine neither affects strength performance nor NO production(15). Thus, if an athlete intends to use nitric oxide as an ergogenic supplement, it might be more efficient to use the anaerobic pathway: nitrates – nitrites – nitric oxide. Approximately 80% of NO$_3^-$ is derived from vegetable consumption fertilizer (12).

Dietary NO$_3^-$ is determined by the level of nitrate in the water supply, type of vegetables consumed, amount of vegetables consumed and level of NO$_3^-$ in the vegetables, including the NO$_3^-$ content of fertilizer (12). Nitrate is mainly found in cell vacuoles and is transported in the xylem, which carries water and nutrients from the roots to the leaves. This means that leaf crops such as cabbage, lettuce and spinach have fairly large NO$_3^-$ concentrations (16). The accumulation of NO$_3^-$ is subject of factors such as genotype, soil conditions, growth conditions and storage and transport conditions. So, the average NO$_3^-$ content of one type of vegetable can vary substantially, as reported in Table 2.

<table>
<thead>
<tr>
<th>Vegetable types and varieties</th>
<th>Nitrite</th>
<th>Nitrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root vegetables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carrot</td>
<td>0.002–0.023</td>
<td>92–195</td>
</tr>
<tr>
<td>Mustard leaf</td>
<td>0.012–0.064</td>
<td>70–95</td>
</tr>
<tr>
<td>Green vegetables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lettuce</td>
<td>0.008–0.215</td>
<td>12.3–267.8</td>
</tr>
<tr>
<td>Spinach</td>
<td>0–0.073</td>
<td>23.9–387.2</td>
</tr>
<tr>
<td>Cabbage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese cabbage</td>
<td>0–0.065</td>
<td>42.9–161.0</td>
</tr>
<tr>
<td>Bok choy</td>
<td>0.009–0.242</td>
<td>102.3–309.8</td>
</tr>
<tr>
<td>Cabbage</td>
<td>0–0.041</td>
<td>25.9–125.0</td>
</tr>
<tr>
<td>Cole</td>
<td>0.364–0.535</td>
<td>76.6–136.5</td>
</tr>
<tr>
<td>Melon</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wax gourd</td>
<td>0.001–0.006</td>
<td>35.8–68.0</td>
</tr>
<tr>
<td>Cucumber</td>
<td>0–0.011</td>
<td>1.2–14.3</td>
</tr>
<tr>
<td>Nightshade</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eggplant</td>
<td>0.007–0.049</td>
<td>25.0–42.4</td>
</tr>
</tbody>
</table>
So, NO\textsubscript{3}\textsuperscript{-} is consumed through the regular diet. In fact, median daily intake of dietary NO\textsubscript{3}\textsuperscript{-} in highly trained athletes is 106 mg (which is considered an ergogenic amount), although with a large inter-individual variation (17). Thus, increasing the intake of nitrate-rich vegetables in the diet, such as spinach, might be a great alternative strategy for NO\textsubscript{3}\textsuperscript{-} supplementation.

### Nitrates Effects in Endurance Exercise

Following ingestion, NO\textsubscript{3}\textsuperscript{-} is converted to NO\textsubscript{2}\textsuperscript{-} by commensal facultative bacteria residing in crypts on the surface of the tongue (6). In conditions of low oxygen availability, NO\textsubscript{2}\textsuperscript{-} can be converted into NO, which is known to play a number of important roles in vascular and metabolic control (6). Dietary NO\textsubscript{3}\textsuperscript{-} supplementation increases plasma NO\textsubscript{2}\textsuperscript{-} concentration and reduces the oxygen cost of submaximal exercise and can, in some circumstances, enhance exercise tolerance (18). It seems that a single oral dose of 10mg/Kg of NO\textsubscript{3}\textsuperscript{-} acutely (in an individual with 60 Kg of body mass corresponds to ~9,5 mmol) reduces the VO\textsubscript{2} peak without compromising the maximal exercise performance (18).

Dietary NO\textsubscript{3}\textsuperscript{-} supplementation with beetroot juice has been studied over past years and there is still not many agreement regarding this practice. In 2011, the results of one study (2) suggested that acute dietary NO\textsubscript{3}\textsuperscript{-} supplementation with 6.2 mmol of NO\textsubscript{3}\textsuperscript{-} ingested 2.5 h before the event, improves cycling time trial performance in moderately trained cyclists. One year later this theory was refuted with one study (9) that showed that a single dose of beetroot juice with a higher content of NO\textsubscript{3}\textsuperscript{-} (140 ml – 8.7 mmol of NO\textsubscript{3}\textsuperscript{-}) 2.5 h before the event did not have any effect in male well-trained cyclists.

Longer-term use of NO\textsubscript{3}\textsuperscript{-} supplementation has also been studied. In one study (19) with dietary supplementation in the form of beetroot juice, a group of 12 trained males ingested 140 ml of beetroot juice per day (8 mmol/d NO\textsubscript{3}\textsuperscript{-}) or placebo, for six days. After supplementation, on day six, subjects performed 60 min of submaximal cycling followed by a 10-km time trial. Six days of NO\textsubscript{3}\textsuperscript{-} supplementation reduced VO\textsubscript{2} during submaximal exercise and improved time-trial performance in moderately trained cyclists. In the same year, it was published another study (20) which concluded that a high dose (8.4 mmol NO\textsubscript{3}\textsuperscript{-}) of beetroot juice, but not a moderate dose (4.2 mmol NO\textsubscript{3}\textsuperscript{-}), consumed 2 h before exer-
cise, may had improve a 2000-m rowing performance in highly trained athletes.

The timing and dose of NO$_3^-$ supplementation is highly variable among studies. However, improvements in performance arising from an acute dose of NO$_3^-$ 75 – 150 min before exercise suggest that ergogenic effects occur in a short time frame (21). Intake of beetroot juice should be initiated within 90 min prior to exercise and at least 6 – 8 mmol of NO$_3^-$ is required in order to enhance endurance performance (22).

**Nitrates Effects in Resistance Exercise**

A variety of enzymes can catalyse the reduction of NO$_2^-$ to NO and it is known that this process is facilitated in conditions of ischemia, hypoxia and low pH (6).

As far as NO$_3^-$ effects in strength sports are concerned, there are further less studies. However, it is known that during exercise the skeletal muscle is under low partial pressure oxygen and pH conditions (6). It is known that nitrate-nitrite-nitric oxide pathway is greatly enhanced in hypoxia and acidosis (23). Therefore, it might be possible that the stimulation of the nitrate-nitrite-nitric oxide pathway may influence muscle function and exercise performance (6).

Notwithstanding, previous studies (24-28) have showed that NO can lower force production, via depressing force output during isometric contractions. In 2012, Fulford and collaborators (29) concluded that the ingestion of 0.5 L/day of beetroot juice (10.2 mmol of NO$_3^-$) for fifteen days resulted in a reduction in the mean phosphocreatine (PCr) cost of exercise averaged. Nevertheless, increasing NO bioavailability by ingesting beetroot juice did not seem to be associated with a reduction of force-generating capability in skeletal muscle. Also, these investigators found that NO$_3^-$ supplementation reduces PCr cost of force production. In 2014, a research (30) showed that seven days of NO$_3^-$ supplementation (9.7 mmol per day) increased excitation-contraction coupling at low frequencies of stimulation and enhanced evoked explosive force production in untrained humans. However, voluntary force production was not affected.

Another study (31) aimed to investigate the effects of NO$_3^-$ supplementation on performance of bench press resistance until failure. The authors concluded that 70 ml of a shot of beetroot juice (BEET it Sport nitrate) containing 6.4 mmol/L or 400 mg of NO$_3^-$ improved the performance in this resistance training session. Also in 2016, a study (32) concluded that supplementation with a nitrate rich beetroot extract-based,
which contained 3 g of concentrated beetroot extract and was fortified with 35.2 mg of dietary NO\textsubscript{3}- (Advocare VO\textsubscript{2} Prime Performance Nutrition Bar), provided neuromuscular advantages during metabolically taxing resistance exercise. These results were consistent with other trials: Coggan and collaborators (33) concluded that acute dietary NO\textsubscript{3}- intake (11.2 mmol NO\textsubscript{3}- 2 h before the event) increased whole-body NO production and muscle speed and power of knee extension by, on average, 11 and 6%, respectively, in healthy men and women. Although relatively small, improvements of this magnitude might be significant in power-based sports for an elite athlete, even a 1% increase in performance ability can double chances of winning a particular event (34).

NO interacts with many different types of proteins, such as ryanodine receptors or guanylate cyclase (35). Ryanodine receptors are sarcoplasmic reticulum calcium-release channels whereas guanylate cyclase converts guanosine triphosphate to cyclic guanosine monophosphate (cGMP) (35). The general consequence of cGMP-mediated effects of NO is to improve mechanical and metabolic muscle power, similar to a transformation of slow-twitch to fast-twitch muscle, an effect also summarized as “slow-to-fast” shift (36). This may be the main reason for the ergogenic effects of NO\textsubscript{3}- supplementation in resistance sports.

Also, in this type of exercise, supplementation protocols were highly variable across studies. Although more research is needed, consuming 5 – 9 mmol of NO\textsubscript{3}- 2.5 – 3 h prior to an exercise bout seems to be a good strategy (37).

**Nitrates Effects in Intermittent Exercise**

Intermittent exercise is becoming very popular among those who want to lose body fat. Regular high intensity intermittent exercise increases aerobic and anaerobic fitness and brings out significant muscle adaptations (38). Also, it seems that intermittent exercise has strong acute and chronic positive effects on insulin sensitivity and fat loss (39). Fatigue development during this type of exercise is linked to the decline of phosphocreatine concentration in muscle; since NO\textsubscript{3}- has been shown to lower the PCr cost of force production during high-intensity intermittent exercise (39). This finding suggests that NO\textsubscript{3}- supplementation might improve performance during high-intensity interval training.

Wylie and collaborators (39) concluded that a 5-day supplementation with 8.2 mmol NO\textsubscript{3}- 2.5 h prior to exercise improved performance during repeated bouts of short-duration maximal-intensity interspersed with short recovery periods, but not during longer duration intervals or when
a longer recovery duration was applied. It might be possible that \( \text{NO}_3^- \)-supplementation has more performance enhancement in some particular types of intermittent exercise (39). On the other hand, Aucouturier and collaborators (40) concluded that \( \text{NO}_3^- \)-supplementation was linked to a better tolerance to supramaximal intensity intermittent exercise by increasing total red blood cells concentration in the working muscle in the absence of effects on contractile function.

Also in high-intensity interval training (HIIT), 490 ml of beetroot juice (28 mmol \( \text{NO}_3^- \)) 30 h before the event improved the performance and seemed to be a very useful ergogenic aid for team sports players (41). Besides, during prolonged intermittent exercise, such as team sports, research shows that 140 ml of beetroot juice per day (12.8 mmol \( \text{NO}_3^- \) per day) for seven days enhanced repeated sprint performance and attenuated the decline in cognitive function (reaction time, for example) (42). In national-level male kayak athletes, 4.8 mmol \( \text{NO}_3^- \) improved exercise economy predominantly reliant on the aerobic energy system (43). Greater volumes of beetroot juice (9.6 mmol \( \text{NO}_3^- \)) also resulted in enhancements of time trial performance in international-level female kayak athletes. Nyakayiru and collaborators concluded that 140 mL of beetroot juice (~800 mg nitrate/day) for six subsequent days improved high-intensity intermittent type exercise performance in trained soccer players (44). This 6-day beetroot juice protocol resulted in quantifiable improvements in high-intensity intermittent running performance and on the Yo-Yo IR1 test. During this test, mean heart rate was lower following beetroot juice ingestion than following nitrate-depleted beetroot juice treatment.

CrossFit is a sport which includes a wide variety of functional high-intensity exercises. Performance in this sport is highly dependent on peak power and fatigue resistance (45). Therefore, \( \text{NO}_3^- \) could be a useful ergogenic agent for CrossFit athletes. Kramer and colleagues concluded that six days of dietary \( \text{NO}_3^- \)-supplementation (8 mmol potassium \( \text{NO}_3^- \) per day) in male CrossFit athletes improved the peak Wingate power 24 h following the final \( \text{NO}_3^- \) dose; however, there were no improvements in 2-km rowing time-trials or CrossFit performance (46). Hence, further research is needed to establish the best supplementation protocol. Notwithstanding, 8 mmol \( \text{NO}_3^- \) 2 – 4 h prior to exercise seems to be a reasonable option to take advantage from to promote ergogenic effects by \( \text{NO}_3^- \).
Metabolic Adaptations

Dietary \( \text{NO}_3^- \) has been linked to the reduction of oxygen cost of sub-maximal exercise (6). Besides, \( \text{NO}_3^- \) supplementation seems to enhance performance and improve exercise tolerance in moderately trained individuals (47). It is essential to be aware that there are some variables that can affect the ergogenic benefits related to nitrate supplementation in elite athletes. Being an elite athlete demands a very intense exercise-training routine, which is connected with a much higher daily energy expenditure and, of course, with a greater daily energy intake in comparison with a non-trained subject (6). According to Porcelli (47) the optimal \( \text{NO}_3^- \) loading required to increase NO in plasma and, consequently, to enhance performance in elite athletes is quite different from low-fit subjects - elite athletes need a higher dose to improve sports performance. This means that the individual fitness level seems to affect the benefits induced by dietary \( \text{NO}_3^- \) supplementation. Additionally, if an athlete maintains a healthy food pattern, dietary \( \text{NO}_3^- \) consumption is high (11). Maybe for that reason, the plasma \( \text{NO}_2^- \) baseline is elevated in comparison with non-trained subjects. Alternatively, it has been concluded that baseline plasma \( \text{NO}_2^- \) or \( \text{NO}_3^- \) is higher in endurance-trained athletes compared to untrained individuals due to a greater nitric oxide synthase activity (48). These differences might reduce the \( \text{NO}_3^- \) supplementation potential, altering the physiological responses to exercise in endurance athletes (11).

An elite athlete spends decades on intense exercise training. This induces reconditioning responses in the skeletal muscle vascularization and mitochondrial efficiency (49). To what skeletal muscle vascularization may concern, there is an increase in capillary density which is likely to reduce the chance of developing a hypoxic environment in the active muscle (49). Therefore, the pathway nitrate–nitrite–nitric oxide is compromised. Therefore, this pathway seems to have more relevance in sedentary individuals compared to elite athletes (11).

Another issue that is important to be aware is that an elite athlete is an elite in a specific sport. It is expected that in that specific sport, oxygen delivery does not restrict performance in a highly-trained athlete who does that every single day (49). Also, \( \text{NO}_3^- \) supplementation seems to reach better results if exercise activities combine a higher relative oxygen consumption (%\( \text{VO}_2 \) maximum) with higher absolute workout (Kg/W). A greater dependency on fast-twitch muscle fibre recruitment and anaerobic energy supply can improve contractile function and increase performance (50). This suggests that endurance athletes, who
typically have a low proportion of these fibres in their body, might not benefit of the physiological response to NO$_3^-$ supplementation (6).

**Acute Supplementation versus Chronic Supplementation**

Acute and chronic NO$_3^-$ supplementation have been used in plenty of studies with controversial conclusions. It is not yet known whether shorter or longer periods of supplementation have similar or different results. Webb et al. (51) assessed the effects of a single dose of beetroot juice (22.5 mmol of NO$_3^-$) on plasma nitrite concentration and blood pressure over 24 h. Plasma NO$_2^-$ concentration reached its peak 3 h post-ingestion and remained close to this value for more 2 h. It returned to baseline after 24 h. The systolic and diastolic blood pressure decreased 2.5 – 3 h after the beetroot juice intake (51).

Larsen FJ et al. (52) used two periods of tree days separated by a washout interval of ten days. The daily dose of 0.1 mmol of NO$_3^-$/Kg was divided and ingested three times daily. The results showed a lower oxygen demand during submaximal work and an increase in lactate concentration, indicating that energy production had become more efficient.

In 2010, Vanhatalo and collaborators showed that low (3 mmol) and moderate (6 mmol) amounts of NO$_3^-$ supplementation increased plasma NO$_2^-$ in a dose-dependent manner after 2 h, seven days and four weeks of supplementation. The same did not happen with the submaximal exercise oxygen uptake – a low dose did not have any effects either after 2 h, seven days or four weeks of supplementation. However, a moderate dose lowered this marker in all groups. Generally speaking, a reduction in submaximal exercise oxygen uptake can be achieved by ingesting 6 mmol NO$_3^-$ per day chronically with and without the acute ingestion of nitrates.

In athletes, acute beetroot consumption (6.2 mmol of NO$_3^-$) seems to increase the mean power output and the power output to VO2 ratio and mitochondrial efficiency (53) and reduces blood pressure (54). These effects are maintained if supplementation is continued. Long-term NO$_3^-$ supplementation modulates muscle function through its role in the regulation of blood flow, glucose uptake, calcium homeostasis, mitochondrial respiration and biogenesis (6).

Although 15 days of NO$_3^-$ supplementation has been shown to improve exercise performance (37), most of recent investigations suggest that chronic NO$_3^-$ supplementation over seven days also has positive ergogenic effects (54).

For now, it seems that NO$_3^-$ supplementation may enhance exercise
performance either after 2 – 3 h of supplementation or after seven or more days.

Are nitrates safe?

NO$_3^-$ and NO$_2^-$ can form N-nitrosamines which are potential carcinogens (37). In fact, in 2011 dietary N-compounds were associated with a higher gastrointestinal cancer incidence, specifically rectal cancer (55). Indeed, the Food and Drugs Administration (FDA) put restrictions to regulate nitrates and nitrites levels in both food and water within the US. However, in 2015, a study (56) showed that the presence of NO$_2^-$ in food is free of danger and a diet high in NO$_3^-$ had benefits for health. In turn, the European Food Safety Authority (EFSA) defends that no new data were identified that would require a revision of Adequate Dietary Intake (41) values – 0 – 3.7 mg NO$_3^-$/Kg body weight and 0 – 0.07 mg NO$_2^-$/Kg body weight (57).

While direct ingestion of NO$_2^-$ is potentially hazardous, the use of NO$_3^-$ from natural vegetable sources, such as beetroot juice, is of much less concern in terms of acute toxicity. In this case, only a minor part of the NO$_3^-$ is converted in vivo (58). The average increase of NO$_2^-$ concentration in saliva is 20 ppm/100 mg NO$_3^-$ ingested (59). Also, any possible harmful effect of nitrosation is inhibited by antioxidants which are also in those vegetables (6). Still, a potential risk of a deleterious effect exists if there is an inappropriately storage (58). Contamination of food or beverage by nitrate-reducing bacteria leads to NO$_2^-$ accumulation over time (58). However, the expert consensus refers that NO$_3^-$ supplementation with BJ is very unlikely to be harmful (6). Therefore, current data does not provide strong evidence supporting NO$_3^-$ restriction (37). Athletes should be advised to use vegetables sources if they intend to use dietary NO$_3^-$ supplementation as an ergogenic aid. Also, as far as kidney failure is concerned, 450 mg of potassium nitrate per day for seven days did not induce any detrimental effect in the kidney (60). Even so, it is not known if longer-term intake of high-nitrate vegetable products may be dangerous for health and further long-term studies are necessary.

Practical considerations for nitrate supplementation

Another question that it is important to be aware is that NO$_3^-$ is converted to NO$_2^-$ by commensal bacteria on the surface of the tongue (6) and that there are some factors that can affect these bacteria. Rising the mouth with the antibacterial mouthwash prior to the NO$_3^-$ supplementation has no effect on NO$_3^-$ accumulation in saliva or plasma but sup-
presses its conversion to NO$_2^-$ in saliva and attenuates the NO$_2^-$ plasma rise (61). This happens because the antibacterial mouthwash removes the commensal bacteria and constricts the NO-dependent biological effects of dietary NO$_3^-$. This theory was confirmed by a study (62) which concluded that a twice daily use of an antibacterial mouthwash for three days decreased oral NO$_3^-$ reduction with a concomitant increase in systolic blood pressure. Regardless the fact that this might assure the safety of NO$_3^-$ supplementation, because nitrate in not converted to nitrite, it will inhibit any ergogenic potential of nitrate.

It is important to note that none of these studies were performed with children or adolescents. Further research in this population is needed to assess potential hazards linked to nitrate supplementation and possible ergogenic effects in young athletes. Also, the International Olympic Committee advises to encourage a dietary education, which should emphasize good eating patterns to support health and sports participation demands: a balanced intake of nutrition-dense carbohydrates, high-quality protein and sufficient dietary calcium, iron and vitamin D (63).

Another consideration should be taken in what respects the carbohydrate amounts in beetroot juice used in studies. When placebo refers to beetroot juice nitrate-depleted, conclusions are more trustworthy since the amount of carbohydrates (and other components, except for NO$_3^-$) is the same in both groups (placebo and intervention). However, when placebo is water (64), the carbohydrate content of whole beetroot juice might induce a slightly more pronounced ergogenic effect (65). This carbohydrate amount should be considered in the pre-event meal carbohydrates calculation.

**Conclusion**

There is not yet a completely defined protocol for NO$_3^-$ amounts and intake times, but 6 – 8 mmol of NO$_3^-$ per day, ingested chronically (seven days) is a good option to enhance exercise performance. Also, the same amount ingested acutely, 2 h before the event, seems to result in an equivalent improvement of athletic performance.

Further research is necessary to assess potential hazards linked to NO$_3^-$ supplementation protocols longer than seven days. It is important to refer that the NO$_3^-$ ergogenic potential can, actually, be achieved through foodstuffs instead of supplements – increasing the intake of nitrate-rich vegetables, such as bok choy, rocket and cabbage (17). Dietary NO$_3^-$ supplementation through a diet rich in vegetables seems to result, in a similar way to supplementation, in a lower oxygen demand and in a
greater efficiency of energy production (52).

Real conditions in which NO$_3^-$ may have some ergogenic proprieties are still unknown and further research is required. Notwithstanding, it is already known that dietary NO$_3^-$ supplementation effects depend on the subject, fitness status, food patterns, intensity and duration of the exercise, dose and time of intake. Moreover, athletes should be advised not to rinse the mouth with the antibacterial mouthwash prior to the NO$_3^-$ supplementation.
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Exercise periodization and Taleb’s antifragility
José Afonso¹, Ivo Hilvoorde², Niek Pot¹, Alexandre Medeiros⁴ and Len Almond⁵

In Memoriam
To our dearest Len Almond, who unfortunately has passed away after a long battle against cancer. This work would not have been possible without you. More than everything, thank you for your ever-stimulating presence and for constantly challenging us to bring about newer understandings of life and of sports sciences.

Introduction
Exercise periodization is a foundational concept of Training Theory and Methodology, being used extensively in performance and health settings (1, 2). A plethora of periodized models abound, but all share a set of core principles: (i) establishing dates for the main competitions and/or other relevant milestones; (ii) planning time slots for periods extending from a week to years; and (iii) elaborating load management with the aim of achieving peak performance at the intended moments, while at the same time avoiding states of overtraining (1-3). In sum, periodized programs focus on managing load variation rationally in an attempt to predict directions, magnitudes, and timings of intended adaptations.

However, performance is loosely defined and multidimensional in many sports, which complicates the act of quantifying load (4). Moreover, sports form is constantly changing, making its evaluation and prediction a complex matter (5). Many athletes perform very well in training sessions and evaluations, yet fail astonishingly in competition (6). And empirical research in highly-controlled performance settings such as strength training is not consensual in showing that periodized programs are superior to non-periodized programs (7). Overall, research has provided some support for varied training programs, but not necessarily for
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periodized training programs (8). A systematic review with meta-analysis comparing different periodized programs suggested that novelty or training variety, and not periodization per se, are important for stimulating further development of strength (9). Depending on the type of sport, this is an important indicator for performance.

A recent systematic review (10) focused on conceptual and methodological features of research on periodized training programs. Forty-two randomized or randomized controlled trials on periodized programs with human subjects were included, and the results were disappointing. First and foremost, the concepts of periodization and variation are being used interchangeably, as non-periodized programs are being wrongly equated with constant programs, i.e., programs that remain unchanged in time (e.g., same exercises, number of sets, number of repetitions, exercise sequence, and so on). Furthermore, constant programs might use progressive load (i.e., keep all variables constant, but increase load as one progresses), possibly improving performance. Secondly, no predictions concerning direction, magnitude, or timing of adaptations were tested. An additional number of methodological problems, such as poor control of confounding factors (e.g., nutrition, supplementation and medication), severely limits the claims of research. A common argument is that periodization might be more useful in individual sports, especially those of more closed nature (i.e., less contextual interference, such as swimming). However, this systematic review has shown that research has not provided support for the utilization of periodized programs, even in tightly-controlled scenarios as strength-training programs.

In this vein, Taleb's concept of antifragility (11) presents a possible alternate framework, a line of reasoning that deserves some testing. The author defined three main types of systems: (i) fragile systems, whose dynamics break down in the face of errors or unexpected events; (ii) robust systems, whose dynamics are largely immune to errors or unexpected events; and (iii) antifragile systems, evolving entities that actually use errors and perturbations has a developmental factor in improving their dynamics. Admittedly, dynamic systems theory has embraced the concept of perturbation and its importance for systemic behaviour (12, 13). Notwithstanding, systems react very differently to perturbations; it is only when errors and perturbations are used by the system to evolve (i.e., to change) that a system becomes antifragile (11). As such, antifragile systems are a specific subset of complex systems.

Therefore, our aim is to provide a critique of sports periodization making use of the concept of antifragility. Although this analysis is the-
oretically-driven, we hope to pinpoint novel ideas for research on the topic. This paper does not aim at establishing any doctrine, instead proposes that acritically accepted concepts are revisited and reanalysed using different lenses.

**Antifragility and sports periodization**

The majority of systems is moulded through dynamic exchanges with the environment in a permanent state of non-equilibrium; consequently, systemic behaviour evolves over time (14, 15), and the more complex a system, the less able we are of predicting its future behaviour (16). Highly stable (i.e., robust) systems are very difficult to perturb, so transitioning to a new behavioural state may be challenging (15). For example, literature on motor learning has alerted practitioners to the risks of highly automated and stereotyped movements, especially when the environment where they perform is variable (17). Antifragile systems benefit from and grow with errors, which become information-rich opportunities for development (11). In the language of motor learning, such systems benefit from a certain degree of contextual interference (17).

Antifragility presupposes a delicate interplay between systemic behaviours and environment. Periodized approaches, however, attempt to predetermine a sequential process beforehand (1-3). Even if linear relationships were predominant in response to training stimuli, the success of a given athlete in a certain competition using a prearranged periodized program would not be valid as an argument; in the end, we should ask whether alternative methods and means could have produced even better results (8). In fact, many athletes deliver great performances despite deviating from the training plans, while others don’t achieve success despite following the training plans (18). And the numerous cases of unsuccess seldom make their way to widespread knowledge, yet they must be acknowledged to verify the real effectiveness of any periodized program (8).

Therefore, classical paradigms of stimulus-response are misapplied to dynamic systems (19), as dose-response relationships and development are non-linear in nature (11, 20). Non-linear relationships bring about emergent behaviour (21), meaning that the end-result cannot be predicted through a sum of the parts (22). Emergent behaviour implies self-organized novelty (23), and novelty is not (fully) predictable from previous information, although some aspects of it might be probabilistic stipulated (e.g., hysteresis) (12). Indeed, self-organization may be defined as the system organizing itself, but without there being a ‘self’,
no agent intentionally doing the organizing (13). In addition, as the behaviour of complex systems is exquisitely sensitive to initial conditions, the smallest changes can result in ever-large changes over time (24), resulting in an amplification of fluctuations with time (22, 23). And, as the initial conditions of any given system can never be stipulated accurately enough (15, 24), valid and accurate baseline measurements of any feature of an athlete are utopic, so reliability of predictions should be questioned (6). This is extended to ongoing conditions.

There have been some so-called ‘non-linear’ periodized approaches to training (25). Contrarily to what their proponents state, these proposals are actually linear. Linear systems have some well-established mathematical properties: (i) the sum of the functions of each component is equal to the function of the sum of the components \( f(x) + f(y) = f(x + y) \); and (ii) multiplying the function of \( x \) by a scalar must equal the function of multiplying \( x \) by a scalar \( \alpha f(x) = f(\alpha x) \). When at least one of these conditions is not respected, a function is termed non-linear. Indeed, linear functions are but a specific case of non-linear functions (26). ‘Non-linear’ periodized approaches, however, expect that a given sum of processes will result in a prearranged outcome in a predetermined period.

While systems operating far from equilibrium give rise to singular events, subverting statistical generalizations (27), empirical research on periodization focus solely on average values (10). Non-linear functions render the average irrelevant; the important is the stability surrounding the average, i.e., the degree of dispersion or variation (11). But even when the average is an appropriate factor, it is still not relevant nor informative for each individual case (8, 28). Moreover, population distributions can never be empirically known, so the form and the specifics of each distribution are, in themselves, estimates (27). Taken together, this invites scientists and practitioners to question the accuracy of predictions based on momentary and necessarily limited evaluations.

Life is convoluted, yet our brains elaborate a coherent narrative, smoothing out inconsistencies in a posteriori rationalization (29). Training is no exception, with the predictive ideal of science clashing with the constraints and idiosyncrasies of daily practice. Postdictions create the illusion that we comprehend the world (11) and restructure the past to fit present beliefs, in an act of historical revisionism (30), and perhaps this illusion of prediction satiates the human need for living a coherent narrative. In this scope, and despite individual learning rates varying drastically (31), periodized training plans establish timelines for rhythms of learning (6). As paradigms are usually abandoned only a new paradigm
is available (32), here we will attempt to elaborate an alternative paradigm to current periodized training programs.

Towards a new paradigm

The lack of scientific evidence in favour of periodized programs (10) may be temporary. Better conceptually and methodologically designed empirical research might justify its application. And even if the lack of current evidence is coupled with theoretical reasons for doubting the efficacy of periodization, this approach should not be discarded altogether. Nonetheless, this does suggest that distinct approaches should be experimented with. Indeed, alternatives to periodization should be tested, expanding our knowledge and options instead of focusing in a single paradigm. Thus, in what follows we will present two possible alternate frameworks, theoretical proposals that will require empirical testing.

A conservative line of action would follow a minimalist (i.e., periodize to the less extent possible and to the smaller devisable time lengths) and negative approach to periodization. The negative approach focuses on enumerating what should not be done (11), and draws an important parallel with the work of Sir Karl Popper (33) in socio-politics. In this minimalist and negative approach, periodized programs would be reduced to the basics, such as avoid having many consecutive weeks of training with extremely high volume and intensity, attempting to escape overtraining (34). Perhaps they could also establish strategic rest periods during the year, usually associated with pauses in the competition and/or culturally-specific holidays (e.g., the 4th of July is the Independence Day in the U.S.A., but in many countries, it is merely a regular day), and perhaps delivering effects similar to those associated with tapering (35). This minimalist and negative approach would still be a form of periodization, albeit a ‘reduced’ form.

Even so, the specifics of load management and arrangement would remain open to ongoing evaluation of the process, fully recognizing that two persons will respond differently to the same stimulus, and that the same person will respond differently to the same stimulus in different moments (34). What is more, these inter- and intra-individual variations in response cannot be predicted in advance (22). Therefore, perhaps a more drastic confrontation with the paradigm of periodized training programs would be to abandon them altogether. The hard truth is that the world is too random and unpredictable to establish precise plans based on foreseeing the future (11, 24). The evolution of athletes is a non-linear...
process, filled with surprises and discontinuities (36). And random and unexpected incidents must come to be expected in sports performance (16).

Still, periodized programs provide a (false) sense of stability and control over the process (8). Perhaps such illusion is necessary; it may be a necessary condition to thrive in complex, uncertain environments, even if through self-fulfilling prophecy (37). However, it is when we believe to be experiencing a relatively stable period that insidious vulnerabilities tend to accumulate and generate problems (11). So perhaps we should focus on exposition to failure, making prediction irrelevant. Practicing alternative gameplays, for example, might provide a team with more resources to deliver a solid performance in varying contexts and conditions. Even non-competitive settings may appeal to such logic. Contemporary dance also promotes dealing with the unexpected instead of anticipating actions, exploring momentary constraints and affordances and incorporating them into the dancers’ movements (38). In fact, elite performers vary widely in their executions, and the same person performs differently as time passes (39).

Therefore, the determination of the contents that will be taught or coached should not be defined a priori, but elaborated based on continuous observation (40). Contrarily to periodized approaches, non-periodized (but varied) approaches procrastinate. Therefore, when decisions are effected, they are temporally closer to the action. Thus, by not having such a rigid, pre-stipulated framework, we are better prepared to grasp and explore emerging opportunities (8, 11). Postponing our planning decisions is more compatible with promoting the emergence of innovative processes and solutions in sports performance, as functional solutions can only emerge following exploration and discovery (41). Although we cannot predict which events will impact our coaching processes, it is possible to establish options, which largely reduces the need to rely on anticipatory evaluations (11). The focus would be on preparing players for unpredictability (42), as learning to improve our capacity to correct course might be more relevant and decisive than predicting the course. Even in sports such as weightlifting or cycling, significant modifications of biomechanics in function of how an athlete will respond to training are warranted, and some such alterations cannot be determined in advance.

In this vein, athletes should develop a degree of redundancy, a fundamental risk-managing property in natural systems (11). Adaption to exercise actualizes the principle of redundancy, usually known as overcom-
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permutation (34): after bouts of acute exercise, the body surpasses its initial state, thereby being better prepared for future aggressions. Conversely, detraining produces the opposite effect. Thus, the body manages the degree of redundancy required depending on the regularity and intensity of the aggression it has to cope with. By developing redundancy (e.g., learning additional technical resources; exploring alternative tactical structures) the system becomes better prepared to face a more varied array of possible events. Degeneracy (i.e., the ability of structurally different elements in performing the same function) should be incorporated in our mindset, acknowledging the existence of several performance solutions (41, 43), recognizing that multiple degrees of freedom enable performers to complete tasks in various ways (15). This renders an optimal, idealized solution a utopic golem (8, 44).

Final considerations

Frequently, depictions of coaching and training highlight the planned, coordinated, rationalized part of the activity (36, 45). Periodization is a very human creation that attempts to divide a sports season into supposedly rational phases and cycles (18). The belief that it is possible to delineate time periods and manage responses to pre-stipulated load curves (2) provides a sense of power and control over the process, and the sheer repetition of an idea has a remarkable ability to get us to accept it (46). But analyses concerning peak performance in selected sports (including Track & Field) have shown that periodized approaches present very low rates of effectiveness (3). The works of Carpinelli and colleagues (7), Kiely (8) and, more recently, Afonso and colleagues (10) raised further doubts concerning the trustworthiness and scope of research on periodized training programs.

Compartmentalisation of human performance into basic and specific capacities and regulation of overload and supercompensation in specific timings of the training cycle are not grounded on physiological evidence (3, 8). Furthermore, our inability to foresee the future, to deal with probabilities, to calculate chain events, secondary effects and unintended consequences (26, 30), can result in an iatrogenic effect, provoking more harm than good (11). A very interesting discussion of the problems with predicting performance when applied to talent detection and selection is presented by Ackerman (31). Paradoxically, by attempting to pre-establish the process to a large extent and make predictions based on theoretical models, periodization may increase a system’s fragility, increasing the risk of exposition to unexpected events.
A broad, loosely-defined planning might be best suited to a dynamic, evolving process, in comparison to a periodized approach. This would allow effectively respecting the principle of individualization. Inter- and intra-individual variation in response to external loads find strong support in the literature (4, 34, 47). What suits a given athlete might be prejudicial to another, and the same subject will respond distinctively in different moments (5, 8, 22, 31). There are non-responders to different types of resistance training (48), altitude training (49), cardiac resynchronization therapy (50), pulmonary rehabilitation (51), among others.

Pre-established programs are always delusive, especially when literature on expertise and career planning have shown that many elite athletes have failed talent detection programmes and performed poorly on standardized physical batteries (17, 52). Commenting on Long-Term Athlete Development (LTAD), the National Strength and Conditioning Association stated that LTAD pathways should accommodate for the highly individualized and non-linear nature of development, recognizing the existence of significant interindividual variance regarding magnitude of change, timing (onset of change), and tempo (rate of change) of biological processes, therefore impacting profoundly on each athlete’s trainability (53). Overall, generic methodologies are likely to fail (8).

Mainstream thinking, however, is still hostage to the ideal of Quételet’s *homme moyen* and, in sports, to the ideal of the optimal movement pattern (42, 47). Worldviews are frameworks that present a vision of the nature of the world (32), and the practices motivated by such worldviews tend to crystalize and become discursive ‘truths’ (45). Periodization relies on the worldview of a predictable world, where complexity and unpredictability can somehow be encapsulated into pre-planned frameworks (8). This worldview is common to economic models, despite evidence repeatedly showing these models fail amazingly (26, 54). Peer pressure and cultural inertia weigh considerably, and novel ideas, especially if breaking away with established paradigms, threaten our deeply engrained beliefs (41). Notwithstanding, it is only when individuals break with current thinking in a given field that new ideas and concepts can flourish and bring about a new status quo (55).

In this context, we believe that Taleb’s concept of an antifragile system and its implications for developmental processes should be incorporated into training theory and methodology. Perhaps it is time to acknowledge the full implications of the ambiguous and unpredictable nature of coaching (56), namely that performance and learning environments can rarely be planned and prescribed in advance (21). We should
shift the focus from prediction to preparation (26), using open-ended and highly-flexible approaches to planning (6, 57), i.e., use simple, suggestive and flexible plans and modify them according to the athlete’s actual progression (58). Planning should be a generic perspective, a letter of intentions without venturing into details, an outline of basic starting points, checkpoints and endpoints with only a sparse skeleton (8). The coach then orchestrates the process as it unfolds (57). The training session or the class unit are the fundamental entities of the process (58).
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Effects of different rest intervals between potentiation exercises on sprint performance in trained soccer players

Vasiliki Manou¹, Vasilis Minos¹, Athanasios A. Dalamitros¹

Introduction
A variety of different training methods and techniques have been used by strength and conditioning practitioners and sports scientists to enhance sports performance. Towards this direction, the post-activation potentiation phenomenon (PAP) (Robbins & Docherty, 2005) has drawn increasing attention as a relatively new concept. To exploit this phenomenon during sports training, the complex method is used (Docherty et al., 2004). This training method refers to the condition where the execution of a previous high-intensity activity may induce short-term performance during explosive athletic movements such as jumps, sprints and throws.

The proposed mechanisms responsible for PAP have previously been suggested (Tillin & Bishop, 2009), while the response magnitude of PAP is dependent on multiple variables such as gender and chronological age (Arabatzi et al., 2014), genetics (Hamada et al., 2000), as well as training characteristics and methodological issues (exercise volume and intensity, recovery interval, movement and muscle contraction type) (Esformes & Bambouras, 2011; Wilson et al., 2013). Training status has been also denoted as an important parameter affecting PAP responses, while stronger or power trained individuals seem to be benefitting the most (Seitz et al., 2014). In addition, PAP effect is larger for sprint performance, compared to jumping and throwing activities (Seitz & Haff, 2015). Based on the above observations, PAP is presented as an individualized and multifaceted phenomenon.

The efficacy of PAP has been examined in numerous sports such as rowing (Doma et al., 2016), swimming (Sarramian et al., 2015), in track and field athletes (Ountzoudi et al., 2014), basketball (Tsimachidis et al., 2013) and rugby (Bevan et al., 2009). Soccer is an activity where PAP has a practical application, as explosive activities (e.g. sprints) are of great importance. High-level soccer players spend approximately 11% of their game in sprinting activities, while the short duration sprints (< 5 s) ac-
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count to 90% of the overall sprints (Andrzejewski et al., 2013). Thus, it is not surprising that acute (Low et al., 2015; McBride et al., 2005; Rahman, 2007) and longitudinal studies (Brito et al., 2014; Maio Alves et al., 2010) have been focused on the PAP, or complex training method effect on sprint performance in distances varying from 5 to 40 m in soccer players of different training levels demonstrating improved running times. In all these cases, the preceding activity was the heavy load back squat exercise with intensities equal or above 85% of the athletes’ one repetition maximum (1RM).

As earlier mentioned, recovery interval times consist a major determinant for PAP responses. A previous study that examined six different recovery times (15s, 4, 6, 8, 12 and 20 minutes) during a potentiation protocol consisting of a 3RM squat exercise, failed to provide a specific guideline regarding the optimal recovery period for vertical jumping performance (peak power and jump height) in professional soccer players (Mola et al., 2014). However, most of the responders demonstrated an optimal PAP “window” at the 4 min recovery time. The same interval period (4 minutes) was also prescribed in the study of Rahimi (2014), presenting improved 40 m sprint times in elite soccer players after a loaded (85% of 1RM) squat exercise. From a practical point of view when working in a team setting, long recovery times between sets (e.g., 6 to 20 minutes) are difficult to be applied, since during a conditioning program the total exercise time generally does not exceed a 20 min time frame.

Interestingly, when analysing the methodological approaches regarding the potentiation protocols applied in studies using soccer players, a differentiation in the number of exercises preceding the “goal” activity is acknowledged. More analytically, a combination of strength (loaded squat exercise) and plyometric exercises (unloaded vertical jumps) was used in the studies examining the effects of a training program, while a single activity was implemented (loaded squat or loaded vertical jumping exercise) during the acute-type studies.

Nevertheless, the training adaptations previously reported could be solely attributed to the complex training intervention program applied in these studies. Hence, the necessity for examining the acute effects of a potentiation protocol including both strength and plyometric exercises has raised, since the possible fatigue manifestation is a critical parameter for the subsequent activity (DeRenne, 2010). Moreover, to the author’s knowledge, no study to date has investigated the effect of different rest interval approaches during a potentiation activity and a plyometric type exercise on the subsequent running sprint performance.
of various distances. Therefore, the aim of this study was to analyse the acute effect of a potentiation protocol including a heavy load back squat exercise followed by an unloaded countermovement exercise, executed with three different rest interval strategies on the subsequent acceleration time (5 m), and sprint performance (20 - 30 m) in semi-professional male soccer players.

**Methods**

**Participants**

Forty-five adult male soccer players (age 22.2 ± 4.4 yrs, height 175.7 ± 6.9 cm, body mass 69.9 ± 6.6 kg, training experience 9.4 ± 2.6 yrs, 1RM back squat 97.2 ± 9.6 kg) from 2 different clubs were recruited during their competition phase and volunteered to participate in this study. They were all engaged in a training program 5 times per week, including 1 session of resistance training and had a minimum 2 years of experience in performing back squats. In addition, they were familiar with vertical jumping exercises. All athletes had no current injuries, while the exclusion criteria included lower body myoskeletal pain within the preceding two-week time frame. In addition, they were requested to abstain from alcohol consumption for 24 hours, and to avoid any strenuous exercise the day before testing. All participants provided informed consent with all procedures approved by the Institutional Human Research Ethics Committee and in accordance with the Declaration of Helsinki.

**Procedures and measures**

Participants completed a 3-day testing procedure. Before the initiation of this period, a baseline sprint test including the assessment of the 5 m acceleration time (S5), the maximal 20 m (S20) and 30 m sprint times (S30) was performed (BASE). Two trials were allowed for each athlete, while the single highest score for the S30 was used for further analysis. During the same occasion, a familiarization session was completed. The 1RM determination was conducted according to the NSCA guidelines (Baechle & Earle, 2008) on a different occasion. As the depth of the squat exercise may influence the potentiation and the subsequent performance (Esformes & Babouras, 2013), a member of the research personnel was responsible for controlling a 90° knee angle and ensuring the proper technique. During the countermovement activity (CMJ) participants executed 8 maximal vertical jumps at a self-selected depth, starting from an upright position, with their hands on the waist. Sprint performance was evaluated in a straight 30 m line, in an artificial turf ground. Four pairs of photoelectric cells (STC3/ACCO58) with an elec-
Electronic timer (Microgate Race Time 2, Italy) were placed 70 cm from the ground level on the starting line, at 5, 20 and 30 m. Each athlete began with the front foot placed 30 cm behind the starting line with a standing start (Ramírez-Campillo et al., 2016). The three testing sessions were performed at the same time of the day (early afternoon) with one week apart and were randomized using a counterbalanced design. Finally, environmental conditions were almost similar during the testing sessions.

After an identical warm-up (10 min including low intensity running, dynamic stretches, slow bodyweight back-squats, fast CMJ’s and sprints), and following a 2 min rest, the athletes executed one of the three different potentiation protocols. During the first protocol (EXP\(_1\)), athletes executed the 6RM back squat exercise (85% of their 1RM) and the CMJ exercise, while a 4 min rest was allowed between the two activities. In this case, the subsequent 30 m sprint test was executed exactly after the plyometric exercise. The second potentiation strategy (EXP\(_2\)) included the same exercise order, with no rest interval between the heavy load activity and the plyometric exercise. After an equal rest interval (4 min), the 30 m sprint test was performed. Finally, during the third protocol (EXP\(_3\)), two passive rest intervals of equal duration (2 minutes) were placed after the back-squat activity and the CMJ exercise, before the sprint assessment. Strong verbal encouragement was given during all tests, while participants were instructed to wear the same shoes during the 3 testing occasions. The experimental design is demonstrated in Figure 1.

**Figure. 1** Experimental design of the study.
**Statistical Analysis**

A one-way repeated measures analysis of variance (ANOVA) was used to examine differences between the baseline test and the potentiation protocols. Paired samples t-tests with a Bonferroni’s correction were used to analyse between conditions differences. Cohen’s d effect sizes ($d = \text{difference between means}, \text{ pooled SD}$) were calculated for the difference between means. The small, medium, and large effects were reflected in values greater than 0.20, 0.50, 0.80, respectively (Cohen, 1988). All statistical analyses were performed using SPSS 22.0 (IBM, New York, NY, USA). Statistical significance was set at $p \leq 0.05$. Data are expressed as means ± SD values.

**Results**

ANOVA with repeated measures revealed a significant condition effect at S5 ($F_{3,132} = 8.39, p \leq 0.001$), S20 ($F_{3,132} = 22.31, p \leq 0.001$) and S30 times ($F_{3,132} = 31.27, p \leq 0.001$). Values were faster during EXP$_3$ protocol, whereas all sprint tests were slower during EXP$_1$ protocol (Table 1).

<table>
<thead>
<tr>
<th></th>
<th>BASE</th>
<th>EXP$_1$</th>
<th>EXP$_2$</th>
<th>EXP$_3$</th>
<th>BASE vs. EXP$_1$</th>
<th>BASE vs. EXP$_2$</th>
<th>BASE vs. EXP$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S5</td>
<td>1.008 ± 0.072</td>
<td>1.034 ± 0.078</td>
<td>1.007 ± 0.641</td>
<td>0.991 ± 0.064</td>
<td>ES = 0.35</td>
<td>ES = 0.00</td>
<td>ES = -0.24</td>
</tr>
<tr>
<td>S20</td>
<td>3.001 ± 0.126</td>
<td>3.033 ± 0.137</td>
<td>2.977 ± 0.124</td>
<td>2.945 ± 0.115</td>
<td>ES = 0.24</td>
<td>ES = -0.19</td>
<td>ES = -0.41</td>
</tr>
<tr>
<td>S30</td>
<td>4.192 ± 0.160</td>
<td>4.228 ± 0.175</td>
<td>4.168 ± 0.149</td>
<td>4.119 ± 0.156</td>
<td>ES = 0.21</td>
<td>ES = -0.16</td>
<td>ES = -0.48</td>
</tr>
</tbody>
</table>

Table 1. Mean ± SD values of the acceleration (5 m) and maximal 20 and 30 m sprint times (s) during the baseline test and after the three different potentiation protocols. Effect size (ES) is also presented ($n=45$).

BASE: Best 30 m sprint test during the familiarization session; EXP$_1$: 4 min rest between Squat and CMJ; EXP$_2$: 4 min rest after CMJ; EXP$_3$: 2 min rest after Squat and CMJ; S5 = Acceleration time 5 m; S20 = Sprint time at 20 m; S30 = Sprint time at 30 m.

Paired samples t-tests revealed a significant statistical difference between almost all tested conditions ($p = 0.000$ to 0.036), while a small to medium effect size was observed between testing conditions ($\leq 0.50$). As an exception BASE and EXP$_2$ values for S5 test were almost identical ($p =$...
Figure 2. Results for acceleration time for all testing conditions; *Significantly different from BASE at $p$ value; # Significantly different from EXP1 at $p$ value; ^ Significantly different from EXP2 at $p$ value; ‡ Significantly different from EXP3 at $p$ value; BASE: Best 30 m sprint test during the familiarization session; EXP1: 4 min rest between Squat and CMJ; EXP2: 4 min rest after CMJ; EXP3: 2 min rest after Squat and CMJ; S5 = Acceleration time 5 m; S20 = Sprint time at 20 m; S30 = Sprint time at 30 m.

Figure 3. Results for maximal 20 sprint time for all testing conditions; *Significantly different from BASE at $p$ value; # Significantly different from EXP1 at $p$ value; ^ Significantly different from EXP2 at $p$ value; ‡ Significantly different from EXP3 at $p$ value; BASE: Best 30 m sprint test during the familiarization session; EXP1: 4 min rest between Squat and CMJ; EXP2: 4 min rest after CMJ; EXP3: 2 min rest after Squat and CMJ. S5 = Acceleration time 5 m; S20 = Sprint time at 20 m; S30 = Sprint time at 30 m, as these info are missing from this note (Check Figures 1, 2 and 4).
Discussion

Post-activation potentiation phenomenon has gained considerable research interest, whereas its practical application is commonly used to optimize performance in various sports activities. This study aimed to analyze the effect of three different rest interval approaches during a potentiation protocol, including both strength and plyometric activities, on the subsequent acceleration and maximal sprint time in trained soccer players. According to the results, EXP$_3$ was presented as the most effective strategy as an acute significant reduction in S5, S20 and S30 performance times was observed, compared to BASE test, as well as the rest of the potentiation protocols applied. S20 and S30 m times were also significantly improved after executing EXP$_2$ strategy, compared to BASE test. Interestingly, EXP$_1$ potentiation protocol concluded to significantly slower times during all distances evaluated compared to the rest of the potentiation protocols and BASE test. Finally, S5 times were almost identical between BASE and EXP$_2$ approaches.

Despite not being a biomechanically similar movement pattern, loaded back squat strength values are closely related to sprint performance during 10 and 30 m distances in soccer players (Wisløff et al., 2004), since
the same muscle groups contributing to running sprint are activated (Newman et al., 2004). This exercise is regularly used as a potentiation activity to acutely enhance sprint performance in soccer demonstrating a positive effect in sprint distances up to 40 m (Low et al., 2015; McBride et al., 2005; Rahimi, 2007). 1RM mean squat value in our study (97.2 kg) was somewhat similar to the squat load denoted by Mola et al. (2014) (~100 kg), but also significantly lower compared to a previous report (171.7 kg) (Wisløff et al., 2004) in a sample of professional soccer players. According to Jo and colleagues (2010), the respective values for recreational soccer players were 83.6 kg. Considering these values, we could describe our participants’ strength level as “moderate”.

The rest interval implemented in the current study (4 min) could not be characterized as “optimal”, according to previous reports examining PAP manifestation on the subsequent sprint performance (Crewther et al., 2011; Mola et al., 2014). In fact, a recent meta-analysis proposed an adequate rest interval period of 7 to 10 minutes (Wilson et al., 2013). Even so, the 4 min rest interval has been applied in numerous studies (for a review, see Healy et al., 2017). However, we chose to apply this methodology, as one of our main objectives was to closely simulate an actual training program occur during a conditioning session in soccer.

During game analysis, 10 to 15 m sprint distances are usually performed every 90 seconds by professional soccer players (Withers et al., 1982). Moreover, up to 36 jumps are executed by a soccer player during a game situation (Mohr et al., 2003), usually preceding a sprint activity. This representation of training and game conditions could partially explain the fact that the shorter rest interval approach (2 min) concluded to the most noticeable results among the different strategies applied in this study. Another suggestion for this outcome could be that the CMJ probably impacted as an accumulated potentiation activity, even though it was executed in an unloaded manner. Indeed, a greater PAP response realized during a shorter time interval (0.3 - 4 min) has been observed after the completion of an unloaded plyometric exercise, compared to activities characterized by a high-intensity stimulus since less fatigue is produced (Seitz & Haff, 2015). Regarding the slower sprint times in S5, S20 and S30 observed during the EXP1 protocol compared to the baseline test, we could hypothesize that the power exercise performed with no rest interval prior to the sprint test may cause a reduction in the participants’ ability for force production, resulting in decreased sprint performance. Nevertheless, in the absence of a neuromuscular activation test (such as EMG), this hypothesis can only be assumed.
Complex training, including the combination of heavy resistance and plyometric exercises executed in the same session, is presented as a time-efficient method for the concurrent improvement of both muscular strength and power abilities (Ebben, 2002), especially during the in-season period where the time for strength and conditioning programs is limited. The development of these abilities is considered highly crucial during game situations, as they are associated with more effective jumps, kicks and tackles (Stolen et al., 2005) and improved repeated sprint performance (Bogdanis et al., 2011). Therefore, the optimization of complex training programs is of interest in soccer for improving athletes’ fitness level as well as transferring these gains to specific technical skills (Brito et al., 2014). Despite the existence of only trivial to small effect size, the results presented in this study are likely to have a practical application and are expected to facilitate soccer coaches and strength and conditioning practitioners towards the improvement of athletes’ fitness level, supplementary to the acceleration and maximal running sprint enhancement.

The current study has several strengths (i.e., large number of trained soccer players, testing during actual training conditions, counter-balanced design). However, some limitations need to be addressed. First, given that maximum potentiation effects vary among athletes with different strength status, an inclusion criterion related to the 1RM back squat exercise should have been inserted. However, the relatively small SD value for the 1RM back squat observed (± 9.6kg) indicates a small variability within the participants. Second, exercise intensity during the CMJ execution was not controlled. Even though this exercise was not the potentiation activity in our study, different levels of effort may influence the outcome. Nevertheless, strong verbal encouragement was given throughout all testing sessions. Finally, the evaluation of the players’ rate of perceived exertion might have assisted in more detailed results. Future studies should aim to address these issues.

Conclusions
The results of this study clearly present the effectiveness of a PAP strategy including a heavy loaded back squat exercise with a 2-min passive rest interval and an unloaded vertical jumping exercise following the same rest period, for enhancing the subsequent acceleration (5 m) and maximal sprint times (20 & 30 m) in semi-professional male soccer players. This potentiation strategy was also found superior in improving the above-mentioned variables, compared to the rest of the protocols
applied and structured with different rest intervals. Finally, the data presented here indicate that by eliminating the rest interval between a plyometric exercise and a sprint test may conclude to the opposite effects.
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Swedish tennis test: a field test to estimate maximal oxygen uptake in tennis players

Pierre-Marie Leprêtre¹, Philippe Lopes²,³ and Pascal Sirvent⁴

Introduction

Tennis is a very complex sport, involving strength, power, speed, agility and explosiveness, as well as endurance components [Filipčič and Filipčič 2006, Baiget et al. 2015]. Particularly with respect to the duration of the tournaments and the length of the matches, a good aerobic capacity could positively influence the outcome of games [König et al. 2001]. Game analysis suggested that tennis matches intensity would correspond to a high intensity intermittent exercise [Mendez-Villanueva et al. 2007, Smekal et al. 2001] and data from most studies examining power recovery and maximal oxygen uptake ($\text{VO}_2\text{max}$) suggest that a higher value of this variable results in improved recovery when performing repeated bouts of high intensity intermittent exercise [Tomlin and Wenger 2001]. Finally, based on the postulate that phosphocreatine resynthesis is controlled by aerobic metabolism, it is suggested that the faster its recovery rate might be attributed to a greater aerobic capacity [Yoshida T. 2002]. These findings support the idea that high $\text{VO}_2\text{max}$ values would constitute an important factor for tennis player’s success.

Classically, a ramp test performed on motorized treadmill or on field track test could be used to directly or indirectly determine $\text{VO}_2\text{max}$. A more specific test, the tennis specific fitness test, has been proposed to estimate aerobic fitness in tennis players [Girard et al. 2006]. Based on a personal game analysis, these authors proposed an intermittent progressive shuttle test with feigned strokes and randomized frontal and sagittal displacements spaced by passive recovery. When comparing the physiological responses after a progressive treadmill exercise test and
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following a tennis specific fitness test, $\dot{V}O_2$max was found higher with the tennis specific fitness test suggesting that the motorized treadmill test failed to discriminate the respective part of artificial strokes and the ability to change direction. Finally, authors did not conclude about the interchangeability of tennis specific fitness and motorized treadmill tests.

In the past, validity of maximal multistage 20 m shuttle run test was established to predict $\dot{V}O_2$max in adults [Léger et al. 1988, Ahmaidi et al. 1992, Berthoin et al. 1996]. The comparison of lower limbs and upper-lower limbs tests, both with changes of direction, might better advance the influence of upper limbs activity on the whole exercise $\dot{V}O_2$ response. Fargeas-Gluck and Léger (2012) and Brechbuhl et al. (2016) compared the cardiovascular responses measured during the maximal multistage 20 m shuttle run test with those obtained during a tennis specific test. However, as in the protocol proposed by Baiget et al. (2014), these two studies are only based on lateral movements from baseline, without the back and forth or diagonal trajectories normally present in an ecological playing situation [Filipčič and Filipčič 2006]. In addition, these tests [Fargeas-Gluck and Léger, 2012, Baiget et al. 2014, Brechbuhl et al. 2016], with real ball strikes with designated return areas, would alter both the cardiorespiratory responses [Ando et al. 2016] and the appropriate execution [Brechbuhl et al. 2017].

As increasing the complexity of the task by introducing real strikes would also be detrimental to a practical evaluation that should be quick and easy to implement in the field (one experimenter and one half-field) and to the reliability of measurement depending on player’s level of expertise [Wengaard et al. 2017], we aimed to compare $\dot{V}O_2$ responses during the maximal multistage 20 m shuttle run test and the Swedish tennis tests, the latter being a modified version of tennis specific fitness test. We supposed that $\dot{V}O_2$max is not markedly elevated during combined upper-lower limbs (Swedish tennis test) compared to lower limbs exercise (maximal multistage 20 m shuttle run test).

**Methods**

**Subjects**

Eight recreational male tennis players (third level French national tennis ranking) participated in the current study and all were healthy and free of cardiac and pulmonary disease. Their physical characteristics (mean ± SD) were: 26.0 ± 5.7 years, 184.4 ± 6.7 cm and 81.7 ± 10.7 kg. Each subject was familiarised to the experimental procedures and was informed of the risks and stresses associated with the protocol. Subjects
gave their written informed consent in accordance with the guidelines of the University of Clermont-Ferrand.

Protocol
On separated days, all subjects performed two incremental exercise tests on an indoor hard tennis court (20.3°C of temperature, 35.0% of relative humidity and 762 mmHg of atmospheric pressure) 2-3 h after breakfast.

Regarding the maximal multistage 20 m shuttle run test, after a 2 min warm-up at 8.0 km.h⁻¹, each subject ran back and forth continuously between two points separated by 20 m apart. The runs were synchronized with beeps emitted from a pre-recorded tape. The subjects were forced to increase their speed since the interval between each successive beep decreased over the course of the test (0.5 km.h⁻¹ speed increase every 1 min until exhaustion for a total exercise duration not exceeding 25 min; Léger and Gadoury, 1989).

The Swedish tennis test is a continuous progressive exercise test performed with a tennis racquet in which subjects repeat displacements replicating the game of tennis (back and forth, and sideways). Each stage consists of shuttle runs, performed from a central base to one of six targets located around the court [Filipčič and Filipčič 2006] (figure 1). The sets of displacements included two forward (offensive), two lateral (neutral) and two backward (defensive) courses. When subjects arrived at the target, they were instructed to realize a powerful ball strike with their racquet (three forehands and three backhands, respectively) before moving back to baseline after each set. The initial running work rate was 1.67 m.s⁻¹ (i.e. 6.0 km.h⁻¹) lasting 1 min, then run shuttles progressively increased by 0.07 m.s⁻¹ (i.e. 0.25 km.h⁻¹) every 1 min until voluntary exhaustion or the incapacity of subject to attain target in time or to perform strokes with an acceptable technique. Movement velocities and directions were controlled by visual and sound feedback from a PC. Velocities and displacements were calculated from data collected during official competitions [Botton et al. 2011].

Data collection procedures
Breathing frequency (RF), tidal volume ($V_t$), minute ventilation ($\dot{V}$), inspired $\text{VO}_2$ and $\text{CO}_2$ fractions ($\text{FeO}_2$ and $\text{FeCO}_2$, respectively) were measured at rest and throughout exercise using Cosmed K4b² ambulatory systems [Duffield et al. 2004]. Then, $\text{VO}_2$ and $\text{VCO}_2$ values were estimated using the Haldane Equation. K4b² was calibrated according to the manu-
manufacturer’s instruction manual, particularly using ambient air (20.9% \( \dot{V}O_2 \) and 0.03% \( CO_2 \)) and calibration gas (16.0% \( \dot{V}O_2 \) and 5.0% \( CO_2 \)). The calibration of the turbine flow meters was performed with a 3 L syringe. Expired gases were measured breath by breath and the Cosmed software was used to automatically eliminate ectopic values and average the data every 15 s and \( \dot{V}O_{2\text{max}} \) was defined as previously proposed (Lepretre et al. 2008). In addition, heart rate (HR) was recorded beat-to-beat, averaged over each breath (S810, Polar, Kempele, Finland) and, finally, averaged every 15 s.

**Statistical Methods**

Descriptive statistics are expressed as means and standard deviations (SD). After the normality of the data was verified (Skewness and Kurtosis measures, Fisher-Snedecor F-test), the non-parametric Wilcoxon signed-rank test for paired data was used to compare the basal and maximal physiological values. The significance alpha level was set at \( p<0.05 \). The relationships between cardiopulmonary variables obtained during both tests were assessed using a spreadsheet [Hopkins 2000], particularly using linear regression to assess the agreement for both raw and log transformed data, providing measures of bias and its 95% confidence limits, as well as the Pearson’s correlation coefficient (\( r \)) for measured variables.
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**Figure 1.** Court zones of the Swedish tennis test protocol.
Results

Time to exhaustion was longer during specific tennis test compared to the maximal multistage 20 m shuttle run test (15.5 ± 1.4 vs. 10.5 ± 0.5 min, p=0.043) with a large size effect (Cohen’s d=0.93, effect-size correlation = 0.42). Table 1 presents the physiological variables measured at rest and during the maximal multistage 20 m shuttle run and Swedish tennis tests. Basal and maximal HR values were not different, with a moderate size effect (Cohen’s d=0.56, effect-size correlation = 0.27). Absolute and relative VO2, RF and Ve did not differ at rest, with a small size effect for RF (Cohen’s d=0.15, effect-size correlation = 0.08) and large one for other variables (Cohen’s d ranged from 1.45 to 1.65 and effect-size correlation ranged from 0.59 to 0.65). Ve baseline and maximal values were different when comparing tests, with a large size effect (Cohen’s d were 2.55 and 2.22, and effect-size correlations were 0.79 and 0.74, respectively). Consequently, maximal Ve was higher during the maximal multistage 20 m shuttle run test comparing to the Swedish tennis test (with a large size effect (Cohen’s d=2.33 and effect-size correlation = 0.76). Absolute and relative VO2max obtained during maximal multistage 20 m shuttle run test was also higher compared to the Swedish tennis test with a large size effect (Cohen’s d=2.4 and effect-size correlation = 0.77).

Pearson correlation analysis indicated relevant relationships between physiological variables between tests: HR (r=0.94, p<0.05), absolute and relative VO2 (r=0.98, p<0.01), Ve (r=0.98, p<0.01), RF (r=0.79, p<0.05) and Ve (r=0.89; p<0.05) (figure 2). Mean, upper and lower limits of bias were: absolute VO2, 0.3 (equivalent to 3.8%) ranging from 0.1 to 1.0 L.min⁻¹; relative VO2, 4.1 (i.e. 3.3%), ranging from 2.2 to 12.7 mL.min⁻¹.kg⁻¹; VE, 8.3 L.min⁻¹ (i.e. 3.6 %), ranging from 1.3 to 19.9 L.min⁻¹; RF, 0.9 breaths.min⁻¹ (i.e. 2.2 %), ranging from 3.1 to 5.8 breaths.min⁻¹ and Ve, 0.2 L (i.e. 1.3 %) ranging from 0.3 to 1.6 L. For a mean bias of 3.3%, the true error of Ve measurement was likely to be substantially greater for maximal multistage 20 m shuttle run test compared to Swedish tennis test.
### Table 1. Basal and maximal physiological values measured before and during both 20 m shuttle run and Swedish tennis test.

<table>
<thead>
<tr>
<th></th>
<th>Resting values</th>
<th>Maximal values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UM-TT</td>
<td>Swedish tennis test</td>
</tr>
<tr>
<td>$O_2$ (L.min$^{-1}$)</td>
<td>0.7 ± 0.1</td>
<td>0.9 ± 0.1</td>
</tr>
<tr>
<td>$O_2$ (mL.min$^{-1}$. kg$^{-1}$)</td>
<td>9.3 ± 1.5</td>
<td>11.7 ± 1.8</td>
</tr>
<tr>
<td>$V_e$ (L.min$^{-1}$)</td>
<td>21.3 ± 2.2</td>
<td>25.2 ± 2.7</td>
</tr>
<tr>
<td>RF (breaths. min$^{-1}$)</td>
<td>24.2 ± 1.6</td>
<td>23.9 ± 1.6</td>
</tr>
<tr>
<td>$V_t$ (L)</td>
<td>0.9 ± 0.1</td>
<td>± 0.1*</td>
</tr>
<tr>
<td>HR (bpm)</td>
<td>91.6 ± 6.9</td>
<td>82.0 ± 12.3</td>
</tr>
</tbody>
</table>

Note: UM-TT = maximal multistage 20 m shuttle run test, $\dot{V}O_2 =$ oxygen uptake, $V_e =$ ventilation, RF = respiratory frequency, $V_t =$ tidal volume, HR = heart rate. * $p<0.05$.
Figure 2. Regression diagrams regarding physiological variables in-between tests.

Note: UM-TT and SST corresponded to the maximal multistage 20 m shuttle run test and Swedish Tennis Test, respectively.

Discussion

Lasting from 1 to 5 h, a tennis match consists of repeated short and intense muscular actions, including fast running intercepted by longer periods of moderate and low intensity activity (Fernandez et al. 2006). It was observed that the aerobic energy expenditure was quite low over the game (49.4 ± 4.8% VO2max) and that the maximal power during points was up to two or three times the VO2max (Botton et al. 2011). Thus, a tennis match is an intermittent anaerobic sport with an aerobic recovery phase (Fernandez et al. 2006). Using video analysis and indirect calorimetry, Botton et al. (2011) considered the anaerobic metabolism to be 32% of the total energy expenditure across the game, 67% for points and 95% for hitting the ball. However, the aerobic system plays a significant role in the maintenance of intensity level during a game, which is characterized by short activities bursts [Tomlin and Wenger 2001, Meckel et al. 2009]. Literature suggests that aerobic fitness enhances recovery from high intensity intermittent exercise through increased aerobic response, improve lactate removal and enhanced phosphocreatine regeneration [Tomlin and Wenger 2001]. The aim of this study was to compare VO2 responses measured during maximal multistage 20 m shuttle run and Swedish tennis tests, with the main results showing good correlation in-between tests in the maximal HR and VO2 values. This is consistent with previous observations that indicated that maximal values of cardio-respiratory variables were closely correlated when comparing specific tennis test and incremental treadmill protocols [Ferrauti et al. 2011] or maximal multistage 20 m shuttle run test [Fargeas-Gluck et Leger. 2012]. However, in the current study VO2max was markedly lower for the Swed-
ish tennis test (combined upper-lower limbs exercise test) compared to the values obtained in the maximal multistage 20 m shuttle run test (lower limbs exercise only).

Previous studies showed that field tests significantly under-predicted the \( \dot{V}O_2 \text{max} \) compared to treadmill testing (Smekal et al. 1995, St Clair Gibson et al. 1998, Girard et al. 2006). A significant correlation between \( \dot{V}O_2 \text{max} \) determined by the maximal multistage 20-m shuttle run test and the highest \( \dot{V}O_2 \) measured at the end of a previous tennis protocol was also shown (\( r=0.61; P<0.05 \)) by St Clair Gibson et al. (1998). However, these authors attributed the less robust correlation between the shuttle run and motorized treadmill \( \dot{V}O_2 \text{max} \) tests to the tennis specific training (St Clair Gibson et al. 1998). In agreement with these previous studies, the highest \( \dot{V}O_2 \) measured during Swedish tennis test was less compared to \( \dot{V}O_2 \text{max} \). We also showed a good correlation between \( \dot{V}O_2 \text{max} \) measured during both the maximal multistage 20 m shuttle run test and Swedish tennis test. In the present study, a difference in minute ventilation was also found. Smekal et al. (2000) had already reported higher minute ventilation values in motorized treadmill test compared to field tests. However, recent studies did not show any difference in \( \dot{V}O_2 \text{max} \) or HR when comparing the specific tennis and maximal multistage 20 m shuttle run tests (Fargeas-Gluck et Leger, 2012, Brechbuhl et al. 2016), evidencing that specific tennis tests also allow reaching \( \dot{V}O_2 \text{max} \) and are useful for assessing aerobic fitness in this sport. Some methodological points (like expertise level and age) may explain this dissimilarity. In fact, Brechbuhl et al. (2016) were interested in assessing cardiorespiratory responses in highly trained competitive tennis players who were accustomed to changes of direction. The regular repetitions of changes of direction repetitions result in improved endothelial function and arterial blood vessel stiffness (Kruse Scheuermann, 2017) and, therefore, the oxygen muscle delivery in trained subjects. As a result, trained subjects can reach their \( \dot{V}O_2 \text{max} \) during tennis specific exercises involving changes in direction (Born et al. 2017). In contrast, acute changes of direction induce excessive over-stretching of the quadriceps and calf muscles (Kruse Scheuermann, 2017), which alter blood flow and subsequently oxygen availability and muscle utilization in our recreational players. Secondly, our subjects are older than the tennis players studied before (Fargeas-Gluck et Leger, 2012). Children rely more on oxidative metabolism and less on creatine kinase reaction to meet energy demand during exercise (Tomson et al., 2010), which is explained by a greater oxidative capacity, probably linked to a higher relative content in slow-twitch fib-
ers before puberty. Hence, children solicited high \( \dot{V}O_2 \) values during intense and exhaustive exercises, whatever the sport. Finally, differences in the displacements quality may have induced some specific cardiorespiratory responses, as oxygen transport to working skeletal muscles is challenged during whole-body exercise (Reybrouck et al. 1975). Muscle mass solicitation may explain the difference between \( \dot{V}O_2 \)max measured during the maximal multistage 20 m shuttle run and Swedish tennis tests. In fact, Secher and Volianitis (2006) reported that the combined upper and lower limbs exercise induced a 10% decrease in lower limbs blood flow at a given work rate compared to lower limbs exercise alone. It has been reported that physical activities requiring repeated phases of high-force isometric and eccentric contractions resulted in restricted blood flow to the working muscle, thereby reducing oxygen delivery and increasing metabolite accumulation (Ferguson 2010). In consequence, there will be skeletal muscle fatigue, through both central and peripheral mechanisms, and a potential loss of motor control ultimately limiting performance. During Swedish tennis test, stretch-shortening cycle (Grezios et al. 2006) and eccentric wrist extensor muscular actions during simulated tennis stroke and displacements could potentially induce peripheral vasoconstriction and, therefore, compromise the ability to increase cardiac output and \( \dot{V}O_2 \).

On the other hand, previous studies reported a protocol duration effect on the \( \dot{V}O_2 \)max attainment. Buchfuhrer et al. (1983) have demonstrated that 8 to 17 min tests elicited higher values of \( \dot{V}O_2 \) than shorter (<8 min) treadmill and cycle ergometer tests. In the current study, time to perform was longer to 8 min for both tests but the Swedish tennis test lasted longer than maximal multistage 20 m shuttle run test. Yoon et al. (2007) showed that healthy, moderately and highly trained men attained a higher \( \dot{V}O_2 \)max when they were engaged in 8 rather than 16 min incremental test. Earlier, McCole et al. (2001) have reported that a 12 min incremental test elicited \( \dot{V}O_2 \)max with a lower cardiac output compared with a 6 min one. Stage duration protocol may affect the stroke volume responses due to a different muscle mass recruitment (Lepretre et al. 2004) but also because of different cutaneous vasodilatation. McCole et al. (2001) supposed that twice longer duration test (12 vs. 6 min) would be responsible for the increase in core temperature eliciting cutaneous vasodilatation. Increased competition for the distribution of cardiac output can be made to the detriment of the highest \( \dot{V}O_2 \) value achievement. Hence, Yoon et al. (2007) suggested that protocol duration of tests to \( \dot{V}O_2 \)max should be between 8 and 10 min for moderately trained subjects.
Together, these data suggest that protocol duration might also explain a part of significant difference in higher \( \dot{V}O_2 \) value due to a different cardiac output challenge.

To conclude, our results indicate a strong relationship between the highest \( \dot{V}O_2 \) values measured during the Swedish tennis test and the 20 m shuttle run. However, the Swedish tennis test underestimated the \( \dot{V}O_2 \)max due to the specific motor action. Tennis training regimes should be adapted to the specific demands imposed by match-play. Sport-specific actions interact with the achievement of highest \( \dot{V}O_2 \) values, therefore, the Swedish tennis test rather than 20 m shuttle run should be used to evaluate the specific aerobic capacities of recreational male tennis players.

References

How Down syndrome impacts on the athletes’ sports performance?
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Introduction

Sport is meaningful in the lives of many people, including those with Down syndrome (DS). Like any others, individuals with DS participate in sport for different reasons and, for some of them, the transition from recreational sport to intensive training and competition is a natural progression for testing personal limits and pursuing athletic dreams and goals.\textsuperscript{(1)} Nevertheless, trained individuals with DS are still scarcely studied.\textsuperscript{(2,3)} In fact, little is known about the impact of training and sports performance in this population.

Therefore, in this review paper we go beyond the literature about intellectual disability and, specifically target individuals with DS. We intend to provide an overview on the evolution of sports participation for athletes with DS, from a recreational and rehabilitation perspective to a competitive performance perspective. To do so we will present a retrospective examination of the most up to dated literature about the impact of exercise and sport in this population. In addition, we seek to demonstrate which proper assessment instruments are available to support the training-coaching process and consequently, to reach the performance goals in athletes with DS. This book chapter reviews the performance factors implicated on competitive standards for athletes with DS and the
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context of sports organizations in this field. Specifically, we want to bring to discussion the inclusion of athletes with DS in Paralympic Games. We also provide practical recommendations for coaches focusing on the enhancement of sports performance of athletes with DS.

**Down syndrome definition and characteristics**

Down syndrome also called Trisomy 21 is the most frequent chromosome condition with an estimated incidence ranging between 1 in 1,000 to 1 in 1,100 live births worldwide. Generally, this genetic disorder is caused by a fully or partial supplementary 21 chromosome and can appear in three forms, namely Simple Trisomy 21, Translocation, and Mosaicism. Due to this genetic information, individuals with DS have a specific phenotype gathering a unique combination of intellectual, physical and physiological characteristics. Individuals with DS have intellectual disability ranging from mild to severe and 70 to 75% of them exhibit an IQ of between 25 to 50.

Individuals with DS have a classic body shape and morphology, described as shorter in stature and shorter limbs-to-torso ratio, muscle hypotonia and atlanto-axial instability, scoliosis, several foot deformities (e.g., flatfoot, hallux valgus, overriding fifth toe), flat face, eyes slanting up, irregular shaped ears and large tongue relative to the mouth. It is also known that they frequently exhibit congenital heart conditions, hearing and ophthalmological impairments, gastrointestinal disorders, obstructive sleep apnea (related with smaller upper airways, midfacial hypoplasia, adenoid hypertrophy, lingual tonsillar hypertrophy), thyroid disease, leukaemia, epilepsy, diabetes and Alzheimer’s disease.

Consequently, individuals with DS are different from their peers with intellectual disabilities but without DS at physical and physiological levels. Individuals with DS have low peak oxygen consumption (VO2peak) and consequently low cardiorespiratory fitness in comparison with individuals with intellectual disabilities but without DS. Autonomic dysfunction, reduced ventilatory capacity and metabolic dysfunction are the three factors pointed to explain the poor aerobic capacities in this population. Pitetti, Climstein, Mays, and Barrett demonstrated that individuals with DS also have lower levels of isokinetic muscular strength compared with their peers with intellectual disability but without DS. They have lower bone density compared with those who have an intellectual disability. Finally, body composition in this population is characterized by higher levels of fat mass, lower levels of fat-free mass, and a different fat and lean distribution. Consequently, individuals
State of art about exercise and sport in individuals with Down syndrome

Although it is well known that exercise and sport have several benefits for those who engage in a regular and continuous practice, individuals with DS are generally classified as sedentary. To understand the impact of exercise and sports training in this population, we provide an updated state of art about physical fitness and sport-specific skills proficiency of individuals participating in exercise training. Full papers published in English were searched from six major electronic databases, namely Scopus, Ebsco, Sportdiscus, Web of Science, Pubmed and B-on over the last 7 years (2010-2017).

Physical fitness programs

Regarding physical fitness programs, Boer and Moss (16) developed a comparative analysis about the effectiveness of continuous aerobic training (continuous cycling and walking at an intensity of 70-80% VO2max) and interval training (10-30s all out sprints with 90s of low intensity walking or cycling) in anthropometrical, physiological and functional parameters of adults with DS. The previously mentioned authors demonstrated that both types of training have positive effects on various assessed parameters, but interval training was more effective in the improvement of body weight and aerobic capacity. Aerobic training was also proven to be effective in the reduction of pro-inflammatory cytokines and acute phase proteins associated with metabolic syndrome and insulin resistance in obese women with DS.(17)

Specifically, walking activities programs provided improvements on grip strength,(18) muscle strength (i.e., hip extensor, hip flexor, knee extensor, knee flexors, hip abductors and ankle plantarflexor), agility performance (19) and moderate positive effects on waist circumference, weight and walking endurance.(20) Assisted cycling exercise improved fine manual dexterity (i.e., dominant and bimanual hands) in individuals with DS.(21) Hussein (22) found that strength training of lower limb muscles including hip, knee and ankle effectively enhances forced vital capacity and peak expiratory flow rate in children with DS. In the same line of research, improvements on the pulmonary functions (i.e., vital capacity, forced vital capacity, forced expiratory volume after 1 second and peak expiratory flow rate) of children with DS were also demonstrated.
after a rowing aerobic exercise regimen. (23)

Different authors (24, 25) have shown that progressive resistance training can improve upper and lower limb muscle strength in young individuals with DS. Isokinetic training is also an effective training method to improve muscular strength and postural balance in children with DS. (26) Finally, a 21-week conditioning training programme combined with plyometric jumps had positive effects on the acquisition of bone mass (i.e., total and hip bone mineral content, and total lean mass) in young individuals with DS. (27) Similar results were reported after a 1-year physical training program in the bone mineral content of adolescents. (28)

Overall, literature has showed that individuals with DS can be engaged in physical exercise programs in a safe and effective way. There is a research trend regarding the assessment of fitness outcomes focusing in cardiovascular fitness, muscular strength, body composition and balance. Research includes individuals with DS with a broad age range (i.e., from early childhood to adulthood) and from both genders. Moreover, researchers discuss their findings considering the importance of exercise programs as a way to improve physical health status and the ability to perform daily activities. The impact of physical fitness outcomes in the lives of individuals with DS is related with the decrease of long-term effects on the pathophysiological consequences of this syndrome, with the improvement of work tasks performance (e.g., box stacking, pail carry), and the adoption of an active lifestyle. It is possible to conclude that research about the impact of physical fitness parameters in the sports performance of athletes with DS is almost none-existent.

Sports training programs

In a sport-specific approach, research also provides insights on how involvement in sports training programs can affect individuals with DS. In a mix approach to sport-games (i.e., athletics, handball, football, basketball or volleyball) and swimming at aerobic levels, young individuals with DS were able to improve their cardiorespiratory fitness (i.e., VO2peak, ventilation and maximum slope). (29) Voznesenskiy, Rivera-Quinatoa, Bonilla-Yacelga, and Cedeno-Zamora (30) explored the impact of horse riding and reported improvements in gross motor function measures. Water exercises and swimming are also very popular interventions among individuals with DS. Casey and Emes (31) reported significant improvements on the respiratory aspects of speech in a group of adolescents enrolled in swim training. Systematic practice of swimming can
also have beneficial effects in stabilizing posture and in achieving symmetrical static ability during movements in children with DS. (32)

Carter and Horvat (33) showed that a 10-weeks taekwondo training successfully improved lower body strength of individuals with DS. A dance program had positive effects on the static balance with improvements related with the use of visual input associated to centre of pressure (closed and open eyes) being reported. (34) In a combined intervention based on dance and gymnastic exercises, children with DS improved flexibility and muscle elasticity, force and balance. (35)

In general, the analysis of sports training programs for individuals with DS clearly emphasizes the lack of research aiming to understand the specific-sports potential of athletes. Several studies were developed within a rehabilitation or physical therapy perspective meeting recommended guidelines for health benefits. Limited sports training and competition interventions assessed physical, technical or tactical sport-specific skills needed in a sport performance context. To our knowledge, only a small group of researchers in the field of swimming contrast with this research trend. Next, we provide detail information about the advances on research about performance factors in swimmers with DS.

**Performance factors in swimming**

One important issue in swimming research with athletes with DS is the characterization of upper limbs coordination factors implied in the different swimming techniques. Querido et al. (36) characterized the index of arm coordination (i.e., time between propulsive phases of the right and left upper limbs) in front crawl and backstroke and discussed the possible impact of DS features (i.e., lower muscular strength, higher body fat mass and anthropometric traits) in the swimmers inter upper limbs coordination. The relative duration of each upper limbs cycle phase, in addition with relative duration of propulsive and non-propulsive phases were also assessed. Results demonstrated that in both alternated techniques, all swimmers exhibited a catch-up mode coordination and negative index of coordination values. Hand lag time scores were far above comparing with those of elite swimmers without disabilities.

In front crawl significant positive correlations were found between this variable and the push phase as well as the propulsive phase. An inverse correlation was found between IdC and the non-propulsive phase. In backstroke, there was an inverse relationship between IdC and velocity. Querido et al. (36) argued that although swimmers with international experience were assessed in this study, athletes were not able
to adapt their upper limbs coordination as usually occurs in swimmers with higher level of proficiency. This may suggest the presence of technical faults or physical shortcomings (e.g., higher hand lag time). Finally, the authors recommended the use of the index of coordination as an important tool to improve the coaches’ knowledge on underwater cycle phases (i.e., augmenting the propulsive phases of the upper limbs and, with this, diminishing the lag time) and to identify technical mistakes.

In an even more detailed analysis on front crawl swimming technique, Querido et al. (37) assessed velocity, intra-cyclic velocity fluctuation, index of coordination, propelling efficiency and general stroking parameters in a sample of six international level athletes with DS. The authors reported a poorer performance on velocity, stroke rate, stroke length, index of coordination and propelling efficiency of the participants comparing to the reference scores available in literature for swimmers without disabilities. Moreover, it was reported a negative index of coordination (i.e., catch-up coordination mode) and higher intra-cyclic velocity fluctuation comparing with swimmers with DS. In contrast, swimmers with DS exhibited a direct relationship between velocity and stroke length and between index of coordination and stroke rate, which is in accordance with the literature for swimmers without disabilities. Overall results support the perspective that swimmers with DS struggle to maintain continuous propulsive actions, and lower coordinative development and technical efficiency.

In a complementary analysis, Marques-Aleixo et al. (38) examined the differences in intracycle velocity variation and upper limbs coordination in front crawl in swimmers with DS in three breathing conditions (i.e., without breathing, breathing to the preferred side, and breathing to the nonpreferred side). The main results showed that swimming velocity was higher without breathing and intracyclic velocity variation was higher while breathing. Swimmers tended to a catch up upper limbs coordination mode for both breathing conditions and a superposition mode when not breathing. Once again, research emphasis difficulties in upper limbs coordination that negatively impacts swimming performance in athletes with DS. Ulate and Campos (39) explored the effects of a 10-weeks weight resistance training on strength in swimmers with DS and reported significantly improvements in the maximum strength of pectoral muscles, dorsal muscles, femoral biceps, quadriceps, and triceps. After a 2-weeks follow-up, these improvements were maintained with no significant changes.

Lastly, the importance of swimmers with DS being able to follow a
race strategy has also been approached in the literature.\textsuperscript{(40)} It was suggested that visual pacer is an interesting instrument for swimming training providing swimmers with visual feedback about the cadence techniques (pacing) and allowing a self-evaluation of the performance. The authors reported that swimmers were not able to take advantage of short term visual feedback to maintain a pacing strategy. Initially, swimmers were not able to repeat the pace when feedback was removed and as target speed increased they moved from over estimation (i.e., too fast) to underestimation (i.e., too slow). This indicates that the swimmers were able to use the feedback but needed more practice. It is possible to conclude that coaches should systematically use pacer lights system in training and competition settings to improve the race performance in swimmers with DS.\textsuperscript{(40)}

All the above-mentioned studies represent an innovative and original approach to deepen the knowledge about the performance factors in swimmers with DS. This because these evidences are the first attempts to describe the swimming technique of athletes with DS using several biomechanical related parameters. Overall, it is possible to conclude that elite swimmers with DS with extensive training and competition might experience disadvantaged in several performance parameters (e.g., swimming speed, propulsion, resistance, hydrodynamic drag).

**Proper instruments to assess individuals with down syndrome**

The existence of valid and reliable instruments to assess the performance factors of athletes with DS is an important issue for research and practice. Coaches, athletes and practitioners in general can make substantial improvements in the intervention methodologies both in training and competition settings and, therefore, enhance the sports-skills ability and the athletic performance. Nevertheless, the lack of appropriate instruments for measuring the different performance factors of athletes with DS remains a problem. This because it is well-known that many instruments used with the general population are not valid and reliable to apply to individuals with disabilities.

Therefore, to conduct quality research and overcome the above-mentioned issue, researchers cannot forget to explore the feasibility, validity and reliability of the tools they wish to apply on individuals with DS. Hereinafter, we present a critical analysis about the instruments that have been properly developed and available to be used in this population. Full papers published in English were searched from six major electronic databases, namely Scopus, Ebsco, Sportdiscus, Web of Science,
Pubmed, and B-on over the last 7 years (2010-2017). Manual search of journals (e.g., Adapted Physical Activity Quarterly, European Journal of Adapted Physical Activity, Journal of Intellectual and Developmental Disability, Journal of Intellectual Disability Research) and scanning of reference lists to pick up any further studies missed by the electronic search were also conducted. These sources were chosen, because together, they provide a complete overview of research concerning DS, sports/physical activity and exercise. The combination of search terms employed included: Down syndrome/Trisomy 21, Intellectual Impairment/Intellectual Disability/Mental Retardation, Physical Activity, Sports, Performance, Training, Competition, Athletes, validation/validity, reliability and feasibility. Papers were excluded if they met the following exclusion criteria: i) not related to the scope; ii) papers included in the systematic review papers already selected and iii) mix sample of individuals with intellectual disabilities and DS.

Physical fitness

In a broader perspective about the validity and reliability of physical fitness field-based tests, it was conducted a systematic review to identify the available protocols to be use in the population with DS. (41) Matching with the inclusion criteria, several studies were identity related with aerobic resistance field test assessments (n=7), strength tests (n=5), balance tests (n=3), and agility tests (n=1). The authors stated that the half-mile run-walk (i.e., aerobic endurance), hand-held dynamometer (i.e., muscle strength) and the four-square balance tests (i.e., balance) seem to be the most valid tests. These findings are very helpful because these instruments are easy to administrate to a large number of participants with minimal costs.

Also contributing for the validation of fitness testes in adults with DS, Boer and Moss (42) explored the test-retest reliability and minimal detectable change in a group of balance (static balance – standing in one leg; dynamic balance – walking on a balance beam), flexibility (sitting-reach; shoulder stretch), muscular strength and endurance (chair stand test; handgrip strength; modified curl-up-test; trunk lift; isometric push-up), aerobic (16-m modified shuttle-run test; 6-min walk test) and functional task (8-foot get-up-and-go test) tests. All tests demonstrated adequate feasibility and relative and absolute test-retest reliability in adults with DS. The authors highlighted the importance of their findings to monitor performance alterations over time and success of training interventions.
In a specific sub-group of cardiorespiratory fitness tests, the reliability and convergent validity of the 6 minutes run test was assessed. (43) A group of young adults with DS performed the 6-min run test and the 16-min shuttle run test twice with a one week-interval between test and retest. The results of this study indicate that the 6 minutes run test shows high test/retest reliability and moderate to moderately high convergent validity when performed by adults with DS. Boer and Moss (44) established criterion-related validity of the 16-metre PACER and six-minute walk distance tests to VO2peak as well as predictors of VO2peak in adults with DS. The authors concluded that both 16-metre PACER and six-minute walk distance are valid field tests for predicting aerobic capacity, showing moderate-to-strong coefficients of determination and correlation coefficients in adults with DS.

Aranha, Samuel, and Saxena (45) discussed the importance of having valid tests to assess balance (static and dynamic) in children with DS. In this sense, the authors estimate the reliability and sensitivity to change of the timed standing balance test (i.e., standing on a floor and standing on a foam pad) using the time required to maintain in four conditions (i.e., eyes open static, eyes closed static, eyes open dynamic, and eyes closed dynamic) and concluded that the timed standing balance test is an easy to administer test and sensitive to change with strong absolute and relative reliabilities. Therefore, this instrument is very useful to assess balance in children with DS in clinical practice but also in community-based interventions such as exercise programs. Similarly, Bandong, Madriaga, and Gorgon (46) proved the reliability and validity of the Four Square Step Test (i.e., ability to step in different directions) in this population.

**Anthropometric measures**

The development of an accurate method to assess body composition, in particular fat percentage (BF%), is an important research topic and substantial research has been conducted. Bandini, Fleming, Scampini, Gleason, and Must (47) determined the validity of body mass index (BMI) to identify excess fatness in youth with DS based on dual-energy X-ray absorptiometry (DXA) and Freedman’s cut-offs. Overall, the obesity (≥95th percentile) cut-off performs better than the overweight cut-off (85–94th percentile) in identifying elevated fatness in adolescents with DS. The authors suggest that more research is needed to confirm the cut-off points on a larger population of individuals and to explore the association with adverse health outcomes.
Similarly, it was estimated the BMI cut-off point for the diagnosis of obesity in adolescents with DS according to different references for BMI classification in relation to the BF% measured by DXA. The authors reported that the criteria that use the BMI for estimating obesity, as well as references based on specific curves for the population with DS are associated with BF% estimated by the DXA and concluded that the cut-off point of z-score above of 2.14 of the World Health Organization presented better specificity.

In the same line of research, Nascimento et al. (49) determined a predictive equation, calculated by DXA analysis, for BF% based on BMI for adolescents with DS. The authors demonstrated that BMI is an effective measure and provided an accurate equation to estimate BF% developed from BMI values. Likewise, Freire, Costa, and Gorla (50) also verified that the BMI exhibited a strong correlation with the BF% in children and adolescents with Down syndrome. However, in both previously mentioned studies it is highlighted the need to conduct future studies to confirm the reproducibility of the findings.

Using a similar research design, it was explored the agreement of BMI-based equations (tested 4 equations) and DXA in determining BF% but in a sample of adults with DS. (51) The results showed a substantial amount of inter method discrepancy and wide limits of agreement exist between BMI-BF% equations and DXA. Consequently, the authors suggested that BMI-based on BF% equations for estimating the level of BF% should not be used in individuals with DS. Although BMI is the best know and worldwide used method to determine body fat, it is possible to verify that findings of different studies in individuals with DS are not consensual.

In this sense, the validity of the body adiposity index for measuring BF% in adults with DS has also been explored.(52) The criterion for BF% was determined by DXA and predicted BF% was estimated by the body adiposity index method. The authors concluded that the use of the body adiposity index does not appear to be accurate for estimating BF% in individuals with DS. Loveday, Thompson, and Mitchell (53) also payed attention to the best method to determine the BF% in children with DS. However, the previously mentioned authors explored the accuracy of bioelectrical impedance using DXA validation and aimed to identify the existing algorithm best predicts BF% in the population with DS. The authors concluded that bioelectrical impedance can be used to accurately measure adiposity and the recommended the use of Schaeffer’s algorithm for calculation of BF% in this population.
More recently, it was recommended the use of a predictive equation to estimate BF% from skinfolds (biceps, triceps, subscapular, supraspinale, abdominal, front thigh, and medial calf) in adolescents with DS. (54) However, Usera, Foley, and Yun (55) demonstrated that skinfolds and anthropometric girth measurements are not a feasible way to assess body composition and highlight the need to develop new equations specifically for individuals with DS.

**Physiological measures**

Boer (56) explored the accuracy of the Fernhall’s prediction equation for the determination of maximum heart rate in adults with DS using a maximal aerobic test and concluded that it was not accurate for the age range of his sample. It was suggested that more research is needed to develop different prediction equations for more specific age and body mass index categories for individuals with DS. On the other hand, Chen, Ringenbach, Snow, and Hunt (57) explored the validity of a pictorial rate of perceived exertion scale, based on heart rate index in a walking protocol, to monitor exercise intensity in young adults with DS. Results indicated significant positive relations between heart rate and rate of perceived exertion in most of the sample. The participants were able to perceive and report a subjective estimation of physical exertion, which was reflective of the change of heart rate. Therefore, the authors concluded that the rate of perceived exertion scale is useful to monitor exercise performance in adults with DS.

Agiovlasitis et al. (58) critically analysed the use of the American College of Sport Medicine equation to predict gross-VO2 during over-ground walking in individuals with DS. The results demonstrated that the American College of Sport Medicine formula under-estimated gross-VO2 across speeds showing altered curvilinear gross-VO2 to speed relationship. Consequently, the previously mentioned authors tested a new equation, specifically developed for individuals with DS, and demonstrated that this equation was accurate and could be used for prescribing over-ground walking intensities. These findings are important to establish appropriate exercise intensities, according to the participants’ needs that will improve the quality of the exercise programs offered to individuals with DS.

Finally, Seron and Greguol (59) conducted a systematic review to determine the validity and reliability of protocols to assess VO2max in young individuals with DS. Matching with the inclusion criteria, the au-
thors selected 18 tests, 14 measured the VO2peak in a laboratory and 4 were field tests. Concerning the tests performed in a laboratory, only 8 used validated protocols (i.e., treadmill and rowing) for individuals with DS. Of the field tests, only one was not validated. The authors concluded that most of the selected studies used maximal tests. A large number of studies used tests which had not been specifically validated for the evaluated population and a few number of studies used field tests to evaluate VO2.

**Physical activity levels**

To properly assess the physical activity levels of individuals with DS, researchers explored the accuracy of pedometers and accelerometers in this population. Agiovlasitis, Beets, Lamberth, Pitetti, and Fernhall (60) examined the accuracy of a pedometer with a tri-axial accelerometer mechanism - Walk4life MVPa pedometer, in measuring steps at different walking speeds comparing individuals with and without DS. The authors demonstrated that this instrument measures steps with high accuracy at the preferred walking speed and at speeds ≥1.0 m s⁻¹ in both groups of individuals. However, accuracy is compromised at slower speeds in the group with DS. The authors suggest that professionals can use with confidence the Walk4life MVPa pedometer for monitoring the steps at walking speeds ≥1.0 m s⁻¹ in individuals with DS. Below 1.0 m s⁻¹ walking speeds, the pedometer use is compromised.

A cross-validation and reliability study comparing two triaxial accelerometers (the SenseWear and RT3) to a criterion measure in young adults with DS concluded that both instruments can be used to monitor physical activity.(61) However, limitations were observed regarding the use of the accelerometers in energy expenditure estimates.

After an extensive and detailed analysis of the literature about the existence of valid and reliable instruments to assess individuals with DS it is possible to conclude that: i) this topic is in the agenda of the researchers and the vast majority of the studies were published very recently; ii) there is a research trend towards the exploration of physical fitness and anthropometric tests that require simple equipment, time-saving, and low cost administration; iii) most studies highlight the importance of valid and reliable tools to improve the design of lifestyle interventions (e.g., exercise), skills for daily life, and clinical practice; and iv) future research needs to replicate and confirm the present findings because in some cases outcomes from different studies are contrary.

Although most of the instruments previously mentioned can be used
in a competitive sport context to assess athletes with DS, we could not identify any study developing validity or reliability procedures about instruments related with specific physical, technical or technical sport skills.

**Sports organizations for athletes with down syndrome**

*From “Special Olympics” to “Sports Union for Athletes with Down syndrome”*

Traditionally, individuals with DS had been included in sports organizations for individual with intellectual disabilities. In this context, Special Olympics International is a global non-profit sporting organization and the largest one (over 4.7 million athletes) serving individuals with developmental disabilities, including individuals with intellectual disabilities and DS.(62) The Special Olympics was originally founded in the United States of America in 1968 and is represented in 169 countries with a range of 35 individual and team sports. Special Olympics is well-known by the diversity of programs offered such as Motor Activity Training Program, Youth Athletes Program, Unified Sports, Sports Partnerships and Partner Clubs.

According to the Special Olympics,(62) its mission is to provide a year-round sports training and athletic competition in a variety of sports for children and adults with intellectual disabilities. The goal is to offer sport opportunities to develop physical fitness, demonstrate courage, experience joy and participate in a sharing of gifts, skills and friendship with their families, other athletes and the community. Benefits regarding the participation in Special Olympics programs are associated to the improvement self-esteem and self-confidence, social support and social acceptance, as well as, positive self-perceptions.(63) As such, elite performance is not the main focus of Special Olympic organization.

Since 1986, the International Federation for Intellectual Disability Sport (INAS) assumed the purpose of managing elite sport competition for athletes with intellectual disabilities worldwide, allowing athletes to achieve excellence in sport and high-level competition. INAS is represented in 80 countries with more than 300,000 athletes with intellectual disability participating in 14 sports. INAS is responsible for the Global Games (2004-2019), the world largest elite sport event for athletes with intellectual disabilities participating in athletics, swimming, table tennis, rowing, basketball, futsal, tennis, cycling and taekwondo.(64) This Federations is a member of the International Paralympic Committee (IPC) and in the last decades developed intensive collaborative work
with the IPC in the field of the classification system to allow the re-entry of athletes with intellectual disability in London Paralympic Games.(65)

Over the edge of IPC-INAS, athletes with intellectual disabilities participated in the Atlanta (1996), Sydney (2000), London (2012) and Rio (2016) Paralympic Games. In Rio, athletes with intellectual disabilities participated in athletics, swimming and table tennis competitions.(64) Athletes with DS are eligible to compete in both INAS (i.e., Global Games) and IPC (i.e., Paralympic Games) competitions in the same category as the athletes with intellectual disability. The IPC advocates that athletes with DS must be included in a single disability category meeting the sport-specific criteria for athletes with intellectual disability. This because Paralympic classification system does not include categories for specific type of disability but only three major areas, namely physical, visual and intellectual impairment.(65)

Although classification rules include all athletes with an intellectual disability (athletes with DS included), as we have previously stated there are research evidences that athletes with DS are not able to reach the same performance standards that athletes with intellectual disabilities in an equal elite sports context. The specific combination of intellectual, physical and physiological features of DS seems to have a negative impact on high-level performance when compared with athletes with intellectual disabilities. For example, Smedley (66) argued that atlanto-axial instability and diving are crucial concerns for many swimmers struggling to meet the regulation for competitive swimming.

In addition, practical evidences also support this fact. For instance, we developed a detailed analysis of the swimming events results on the Global Games (2004, 2009, 2011 and 2015) and Paralympic Games (1996, 2000, 2012 and 2016) and we could not identify any swimmer with DS reaching a final phase, even less, being medalled. It seems that athletes with Down syndrome have been outclassed by athletes with intellectual disabilities without other associated comorbidities. Despite of, at the request of the 2013 INAS General Assembly and the membership to re-consider the traditional single ‘intellectual disability’, INAS has been considering the feasibility and benefits of introducing additional eligibility groups into competition programme, specifically for DS. In this sense, INAS is developing a pilot project, included in INAS Strategic Plan 2017-2020, to monitor and evaluate these new eligibility groups in next 2017 INAS World Table Tennis and Swimming Championships.(64)

In face of the previously mentioned challenges for athletes with DS, in 2012 a new sports Union was formed to support athletes with DS aiming
to achieve the highest levels of sporting excellence, named Sports Union for Athletes with Down syndrome (SU-DW).\(^{(67)}\) The SU-DW represents and co-ordinates 7 sports and organizations for individuals with DS, namely the International Athletics Association for athletes with Down Syndrome, the Down Syndrome International Swimming Organization, the Football International Federation for players with Down Syndrome, the Down Syndrome International Gymnastics Organization, the International Table Tennis Association for players with Down Syndrome, the Judo for Down Syndrome players and the Skiing for people with Down Syndrome. In 2016, Italy, occurred the first World Trisome Games for all the sports represented by the SU-DW. The current mission of this organization is the recognition of a new class, specific for athletes with DS and apart from the intellectual disability classification, in Tokyo’s Paralympic Games in 2020 by the Paralympic Committee.\(^{(67)}\)

**Practical recommendations for coaches and other practitioners**

Having the above-mentioned rational in consideration, we suggest a group of practical recommendations to help coaches to enhance the performance of athletes with DS. The race or game analysis has been widely accepted in the scientific and coaching community to understand the athlete’s behaviour in competition. However, little has been done at international events for DS athletes. Coaches should look up for this kind of approach and, although methodological issues make it difficult to compare different studies, videotaping their athletes in competition allows the coaches to, at least, analyse and observe behaviour and performance in different competitions.

Athletes with DS seem to improve their physical fitness, however, their anthropometric characteristics, lack of strength and reduced cardiovascular capacity, when compared to athletes without disability or athletes with intellectual disability, seems to impact on their sports performance. Nevertheless, we emphasize the idea that competitive sports practice may help individuals attaining a better physical fitness profile. Therefore, coaches should enable physical fitness training and promote activities directed towards performance.

Coaches must find training strategies to promote their understanding of the technical gesture as well as the race or game strategy (e.g., videos, manipulation, filming and after analysis). It is also important to establish realistic goals in accordance with the athletes (i.e., make them part of the process). As part of a team, coaches should also promote opportunities for athletes with DS to interact with all the persons from the Club.
(e.g., teammates, other coaches, directors), with or without disability, creating some tasks or games together. It is also our belief that, at some points of the season, coaches should enable their athletes to have different experiences and do other things together such as try other sports, have lunch or dinner together and go to the movies.

**Conclusions**

In general, this review putted in evidence the need to improve knowledge about physical fitness, technical and technical sport-specific skills influencing the performance of athletes with DS. Exception was made for the swimming area where it was possible to identify a small but consistent body of research about the biomechanical factors influencing swimming performance. Moreover, there is an absence of studies about research methodologies and, specifically, assessment tools valid and reliable to apply in both training in competition settings. It is crucial that more research on athletes with DS is available, particularly for coaches to use the information in the training process across different sports and from a range of scientific disciplines (e.g., technical, biomechanical, physiological, psychological variables or nutritional practices).

Trends in the results highlighted the importance of exercise to improve the efficiency in performing everyday activities (e.g., workplace activities) that typically emphasise physical skills. Exercise is valued due to its impact on reducing the potential health risks associated with low fitness and sedentary behaviour, on maintaining an active lifestyle, on improving functional independence and quality of life in individuals with DS.

Lastly, athletes with DS struggle to be recognized as athletes on a single and specific competition class or category. This a very hot topic related with the inclusion of athletes with DS in Paralympic Games. Nowadays there are intensive discussions about athletes with DS eligibility criteria that we believe will have an impact on the sports regulations of the major sports organizations for individuals with disabilities.
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Aerobic Interval Versus Continuous Training at Low Volume and Vigorous Intensity
Laura Castro De Garay¹, Tony Meireles Dos Santos², Matthew Rhea³, Victor Machado Reis¹

Introduction
Different aerobic exercises such as walking (1), cycling (2) and running (3) are often used in physical exercise programs for improving physical health and performance. Running on the treadmill is an aerobic exercise activity commonly performed by active individuals in fitness centres with participants often following two primary styles: (a) continuous, uninterrupted exercise characterized by low-moderate intensity and long period (4) and (b) interval, with exercise efforts of moderate-high intensity, interspersed with periods of active or passive recovery (5, 6).

The physiological adaptations induced by the aerobic training depend mainly on the relative intensity of the exercise, stressing that vigorous aerobic exercise have positive effects greater than moderate, especially in improving aerobic power (7) and neuromuscular capacity (8). But, moderate aerobic training results in an improvement in health status (9), adherence (10) and weight loss (11). Often individuals attempt to perform higher volumes of training than necessary, resulting in a training intensity below optimal (12). Thus, the exercise intensity pre-determination is warranted for training prescription, especially when individualized fitness information is available (13). Although well documented in the literature that intense exercise have better performance benefits when compared to moderate intensity (14), either for untrained (9) or trained individuals (15), there are few contributions (15, 16) that address the effectiveness of a training program with an interval (IT) and continuous (CT) mode of training at the same total distance, frequency and average intensity for a period that is sufficient to enable adaptations.

A previous study that compared the effect of IT (with active and passive recovery) and CT, with the same training volume, found greater ef-
ffects in IT with a total volume less than 30-min (17). According to the authors, the duration of training depends on the aerobic fitness level and the individual’s ability to perform high intensity efforts, followed by a specific recovery. Another study of ten weeks with cardiac patients on the treadmill, observed an increase in the total work performed when IT was performed at high intensities (80 - 90% VO2peak) compared to CT at moderate intensity (50 - 60% VO2peak) (18). Also, Nybo et al. (3) compared the effect of a vigorous IT with traditional intervention programs (CT and strength training) in untrained young individuals. Twelve weeks of training showed significant increases for IT on VO2max (14 ± 2%) when compared with the other two modes of intervention. Helgerud et al. (14) examined eight weeks (3 d · wk-1) of aerobic training and found improvements in VO2max in two IT groups (long interval, 4-min exercise interspersed with 4-min rest vs. short-interval, 15 s exercise interspersed with 15 s rest, both performed at 90 - 95%HRmax) when compared with two continuous groups (45-min at 70% HRmax; ~24-min at 85% HRmax).

Thus, the aim of this study was to compare physiologic adaptations to continuous and interval running at low volumes (4.2 km) and vigorous intensities performed over 14 weeks. We hypothesized that 14 weeks of interval training at the same volume as continuous training would result in greater improvements in physiological indicators of aerobic fitness.

Material and methods

Participants

Initially 35 subjects were recruited for participation in the study. Participants were randomly assigned to either an interval training (IT; n = 13) or continuous training (CT; n = 13). The subjects from control group (CG; n = 9) were selected between those who reported unavailability to complete all 46 training sessions and they did their normal daily physical activities. Two individuals during maximal exercise test (VO2) showed clinical impairment with test being interrupted by the doctor and a third individual, presented a plantar fasciitis in the early familiarization. They were all removed from the study. The values of pre-training maximal test showed no differences in maximal VO2 between the three groups. Thus, thirty-two adult males participated in the study. All subjects were healthy with no known musculoskeletal or cardiorespiratory disease and exercised regularly, with at least one year in aerobic activities (moderate to vigorous intensities), but not currently involved in a training program. They were instructed to continue normal daily activities and to refrain from beginning any other exercise training program until the comple-
tion of the study. Subjects were instructed to refrain from caffeine, heavy meals or heavy exercises 24 h before each testing session. Before and after the 14-wk intervention period, the subjects completed a total of four visits in the following order: pre-testing procedures (1) answer the questionnaires and explanations to the procedures, (2) anthropometrics measures, (3) maximal test; post-testing procedures (4) maximal test. All tests and training program were performed at the same time of the day in a controlled laboratory condition (temperature = 19-22 °C; relative humidity = 50-60%).

All subjects completed a Physical Activity Readiness Questionnaire, and signed an informed consent before participation, which thoroughly explained the training and testing procedures. The study was performed according to the Declaration of Helsinki, and the protocol was approved by Ministry of Health – The Human Ethics Committee of Clementino Fraga Filho Hospital of Rio de Janeiro Federal University, Rio de Janeiro, Brazil (no 58659/02471312.8.0000.5257). Participants characteristics are shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>IT (N = 13)</th>
<th>CT (N = 11)</th>
<th>CG (N = 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>30.2 ± 0.8</td>
<td>30.5 ± 1.0</td>
<td>29.1 ± 4.4</td>
</tr>
<tr>
<td>Height</td>
<td>174 ± 0.1</td>
<td>175 ± 0.1</td>
<td>175 ± 0.1</td>
</tr>
<tr>
<td>BM</td>
<td>77.6 ± 13.5</td>
<td>76.6 ± 3.7</td>
<td>76.4 ± 10.9</td>
</tr>
<tr>
<td>FM</td>
<td>14.3 ± 6.0</td>
<td>11.9 ± 3.9</td>
<td>12.5 ± 4.9</td>
</tr>
<tr>
<td>BMI</td>
<td>25.6 ± 3.64</td>
<td>25.14 ± 1.4</td>
<td>24.8 ± 2.2</td>
</tr>
</tbody>
</table>

**Table 1.** Body mass, fat mass and body mass index for the two training groups and control.

Data are presented as mean ± SD for the three groups. IT, interval training; CT, continuous training; CG, control group. Age (years); Height (cm); BM, body mass (kg); FM, fat mass (%); BMI, body mass index (kg · m⁻²).

**Anthropometry**

The subjects underwent a set of anthropometric assessments, which followed the norms of the International Society for Advancement of Kinanthropometry – ISAKA (Stewart, Marfell-Jones, Olds, & de Ridder, 2011). Anthropometric measurements (body mass; fat mass and BMI) were collected. The seven skinfolds measurement were introduced in the equation proposed by Jackson and Pollock (1978) and the densities obtained by the equations were converted in body fat using the formula
proposed by Siri (1961). Skinfold thickness was obtained by Sanny® professional skinfold calliper. The Body Mass Index (BMI) was calculated as the ratio between the weight and the square of the height (BMI = kg · m-2), in accordance with the recommendations of the World Health Organization - WHO (2008). To measure weight and height, a scale with a stadiometer were used (Filizola, S. Paulo, Brazil).

Maximal VO2 test
Electrodes (Micromed) were placed at the manubrium, right and left iliac crest for measured heart rate (HR) at derivation CM5, with the individual on the treadmill (Inbrasport Master Super ATL, Porto Alegre, Brazil) HR values were visualized through Elite software (Micromed Biotechnology, Brasília, Brazil). The individual was connected to a metabolic cart (VO2000, Aerosport, Medgraphics, St. Paul, Minnesota) and gas samples were collected and measured every 10 second during the test. The participants were submitted to a ramp protocol with an initial velocity of 8.0 km×h-1 (0% of inclination), with a 0.02% inclination increase every 10 s until a maximum of 18 km×h-1 (with 2% inclination). The test was terminated when voluntary exhaustion occurred. VO2 max was the highest VO2 value averaged for a 30-s period. Time to attain VO2max (tVO2max) was also measured. VO2max was the highest value averaged during a 30-s period. Maximal HR (HRmax) was the highest value averaged during a 30-s period.

Blood lactate concentration ([La])
Capillary blood samples (25 µl) were obtained from the finger of each subject during all tests and the [La] were measured using an (Accutrend®Plus Roche Diagnostics GmbH, Mannheim, Germany). The measuring range was 0.8–22 mmol·L-1 and the sample is collected (Accu-Chek® Softclix) and first applied to a coded yellow test strip (Accutrend BM-Roche). Blood was added to the strip by letting it drip from a finger; in accordance with the instrument’s instructions. We never let the finger touch the strip’s pad to exclude any possible interference due to the sweat. The [La] were collected pre-post training: on rest (sitting for five minutes), and 1st, 3rd and 5th-min immediately after the end of the test (on sitting position).

Heart Rate (HR) and Rating of Perceived Exertion (RPE)
Subjects were fitted with a chest strap monitor (RS800CX Polar, Kempele, Finland) for HR measurement. The HR was collected pre-and post-training: on rest (5-min sitting; before starting the test); 60-s to 120-s immediately after the end of the test (on sitting position). The assessment of RPE was made by Category Ratio Scale (CR10) used the Borg’s table
translated into Portuguese language which consists of a vertical scale from 0 to 10, where “0” represents no effort and “10” maximal effort. The subject rated the effort every minute of exercise. All subjects performed a familiarization session to this scale.

Training intervention

The current study was designed to compare the physiological effects between the two training regimes (IT and CT) and the control group. The subjects from IT and CT performed aerobic training running programs that consisted of three sessions per week, 20-min per session during a period of 14 weeks. A fourth day was used for missed session during the same week and to avoid anyone to be excluded by not completing a minimum of 42 (>90%) of the total 46 training sessions. Training was controlled and supervised for each subject by a physical education professional trained to control the running intensities and session time. ACSM (19) states that vigorous (77 - 95%HRmax) and near-maximal to maximal (≥ 96%HRmax) intensities can be used for developing and maintaining aerobic fitness. In the present study, the training intensities for both groups were adapted from the ACSM recommendations (19). Thus, we established the following criteria to intensities stimulus categories for IT: 79 - 87%HRmax (vigorous); 88 - 93%HRmax (Vigorous-near maximal); 94 - 99%HRmax (near maximal to maximal). The objective of the three zones of HR was to give to our interval running program a variety-load with no rest between the stimuli and a progression of load during 14-wk (Table 2). To CT we used a ∼ 87%HRmax as optimal load for sustained in a constant-effort during 20-min, as calculated during equated total amount of work. During every session, HR was controlled with a Polar monitor, to ensure that the subject would exercise within the pre-defined HR zone. When a subject was behind the necessary intensity treadmill velocity was increased by 0.5 km×h⁻¹ and when the subject was above it was decreased 0.5 km×h⁻¹. Table 2 displays the training load in the two experimental groups during the 14-week period.
<table>
<thead>
<tr>
<th></th>
<th><strong>Interval training</strong></th>
<th><strong>Continuous training</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N = 13)</td>
<td>(N = 11)</td>
</tr>
<tr>
<td>Vigorous</td>
<td>Vigorous-near maximal</td>
<td>Near maximal to maximal</td>
</tr>
<tr>
<td>79 - 87%(HR_{max})</td>
<td>88 - 93%(HR_{max})</td>
<td>94 - 99%(HR_{max})</td>
</tr>
<tr>
<td>(138 ± 9 - 164 ± 10 b·min(^{-1}))</td>
<td>(165 ± 10 - 172 ± 10 b·min(^{-1}))</td>
<td>(174 ± 10 - 183 ± 11 b·min(^{-1}))</td>
</tr>
<tr>
<td>duration (min)</td>
<td>duration (min)</td>
<td>duration (min)</td>
</tr>
<tr>
<td><strong>Week 1 - 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>44-min</td>
<td>110-min</td>
</tr>
<tr>
<td></td>
<td>27 x 1 min</td>
<td>36 x 1 min</td>
</tr>
<tr>
<td></td>
<td>9 x 3 min</td>
<td>10 x 20 min</td>
</tr>
<tr>
<td></td>
<td>13 x 2 min</td>
<td>13 x 2 min</td>
</tr>
<tr>
<td></td>
<td>5 x 4 min</td>
<td>9 x 3 min</td>
</tr>
<tr>
<td></td>
<td>2 x 5 min</td>
<td>13 x 2 min</td>
</tr>
<tr>
<td></td>
<td>36 x 1 min</td>
<td>5 x 4 min</td>
</tr>
<tr>
<td></td>
<td>2 x 5 min</td>
<td>2 x 5 min</td>
</tr>
<tr>
<td><strong>Week 3 - 4</strong></td>
<td>28-min</td>
<td>46-min</td>
</tr>
<tr>
<td></td>
<td>7 x 1 min</td>
<td>29 x 1 min</td>
</tr>
<tr>
<td></td>
<td>2 x 2 min</td>
<td>20 x 1 min</td>
</tr>
<tr>
<td></td>
<td>3 x 3 min</td>
<td>3 x 2 min</td>
</tr>
<tr>
<td></td>
<td>1 x 4 min</td>
<td>3 x 3 min</td>
</tr>
<tr>
<td></td>
<td>1 x 4 min</td>
<td>6 x 3 min</td>
</tr>
<tr>
<td></td>
<td>37-min</td>
<td>36-min</td>
</tr>
<tr>
<td></td>
<td>33 x 1 min</td>
<td>19 x 1 min</td>
</tr>
<tr>
<td></td>
<td>1 x 3 min</td>
<td>5 x 2 min</td>
</tr>
<tr>
<td></td>
<td>2 x 3 min</td>
<td>4 x 3 min</td>
</tr>
<tr>
<td></td>
<td>23 x 1 min</td>
<td>19 x 1 min</td>
</tr>
<tr>
<td><strong>Week 5 - 6</strong></td>
<td>25-min</td>
<td>33-min</td>
</tr>
<tr>
<td></td>
<td>7 x 1 min</td>
<td>5 x 1 min</td>
</tr>
<tr>
<td></td>
<td>5 x 2 min</td>
<td>10 x 2 min</td>
</tr>
<tr>
<td></td>
<td>1 x 3 min</td>
<td>2 x 4 min</td>
</tr>
<tr>
<td></td>
<td>1 x 5 min</td>
<td>8 x 4 min</td>
</tr>
<tr>
<td></td>
<td>24-min</td>
<td>63-min</td>
</tr>
<tr>
<td></td>
<td>22 x 1 min</td>
<td>27 x 1 min</td>
</tr>
<tr>
<td></td>
<td>9 x 2 min</td>
<td>6 x 20 min</td>
</tr>
<tr>
<td></td>
<td>5 x 3 min</td>
<td>2 x 4 min</td>
</tr>
<tr>
<td></td>
<td>10 x 1 min</td>
<td>27 x 1 min</td>
</tr>
<tr>
<td><strong>Week 7 - 8</strong></td>
<td>26-min</td>
<td>65-min</td>
</tr>
<tr>
<td></td>
<td>19 x 1 min</td>
<td>23 x 1 min</td>
</tr>
<tr>
<td></td>
<td>8 x 2 min</td>
<td>6 x 20 min</td>
</tr>
<tr>
<td></td>
<td>23 x 1 min</td>
<td>6 x 20 min</td>
</tr>
<tr>
<td></td>
<td>19 x 1 min</td>
<td>10 x 1 min</td>
</tr>
<tr>
<td></td>
<td>8 x 2 min</td>
<td>8 x 2 min</td>
</tr>
<tr>
<td></td>
<td>4 x 3 min</td>
<td>8 x 2 min</td>
</tr>
<tr>
<td></td>
<td>3 x 4 min</td>
<td>4 x 3 min</td>
</tr>
</tbody>
</table>
|                   | 1 x 6 min              | 1 x 6 min
Week 1 -2 was used to equate training load (20-min/session, 5 d ∙ wk-1); week 3 to 14 (20-min/session, 3 d ∙ wk-1). All sessions for both groups (IT and CT) started with 1-min warm-up at moderate intensity (64-76%HRmax).

**Table 2.** Distribution of work for interval training (IT) and continuous training (CT) for 14 weeks.

**Statistical analysis**

Data were expressed as mean and standard deviation. Heart Rate and Blood Lactate were compared by analysis of variance (ANOVA) with 2 factors (Group x Time) with repeated measures for Time. Absolute and relative VO2, tVO2, Fat Mass, Body Mass and RPE were compared with repeated measures ANOVA. Whenever ANOVA was significant, the Tukey-Kramer post hoc was used. The criterion for significant differences was set at p £ 0.05 All analyses were performed using the R software version 15.0 (R Foundation for Statistical Computing, Austria, 2012).

**Results**

All measurements before and after the 14-wk of running training for the three groups can be seen at Table 3 There was interaction between Group x Time. There were no differences observed at baseline between any of the 3 groups for age, height, mass, BMI. Further, there were no
changes for any anthropometric variable after 14-wk of training. Of the 24 participants who completed the training program (IT and CT) all attended at least 90% of the training sessions. There was no difference in adherence across groups.

<table>
<thead>
<tr>
<th></th>
<th>IT (N = 13)</th>
<th></th>
<th>CT (N = 11)</th>
<th></th>
<th>CG (N = 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
</tr>
<tr>
<td>VO2\text{L} \cdot \text{min}^{-1}</td>
<td>47.8 ± 6.3</td>
<td>51.7±5.9*</td>
<td>50.9 ± 6.0</td>
<td>52.8 ± 5.1</td>
<td>49.7 ± 5.6</td>
</tr>
<tr>
<td>L \cdot \text{min}^{-1}</td>
<td>3.67 ± 0.6</td>
<td>4.0±0.6*</td>
<td>3.89 ± 0.3</td>
<td>4.0 ± 0.3</td>
<td>3.8 ± 0.5</td>
</tr>
<tr>
<td>tVO2\text{max} \cdot \text{min}^{-1}</td>
<td>9.2 ± 0.8</td>
<td>10.2±0.7*</td>
<td>10.5 ± 1.1</td>
<td>10.7 ± 1.0</td>
<td>9.6 ± 1.8</td>
</tr>
<tr>
<td>HR \text{b} \cdot \text{min}^{-1}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rest</td>
<td>69 ± 10</td>
<td>59 ±9*</td>
<td>67 ± 10</td>
<td>57 ± 2*</td>
<td>66 ± 8</td>
</tr>
<tr>
<td>max</td>
<td>185 ± 11</td>
<td>187 ±11</td>
<td>183 ± 9</td>
<td>185 ± 10</td>
<td>190 ± 6</td>
</tr>
<tr>
<td>60s</td>
<td>122 ± 20</td>
<td>121±10</td>
<td>116 ± 10</td>
<td>117 ± 13</td>
<td>123 ± 23</td>
</tr>
<tr>
<td>120s</td>
<td>110±14**</td>
<td>109±11**</td>
<td>107±9**</td>
<td>108±14**</td>
<td>112±18**</td>
</tr>
<tr>
<td>[La] mmol-\text{L}^{-1}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rest</td>
<td>2.55±0.38</td>
<td>2.73±0.39</td>
<td>2.40±0.20</td>
<td>2.29±0.45</td>
<td>2.36±0.23</td>
</tr>
<tr>
<td>1-min</td>
<td>12.03±2.89</td>
<td>13.14±2.57†</td>
<td>12.21±2.49</td>
<td>13.23±1.57†</td>
<td>13.41±1.54</td>
</tr>
<tr>
<td>3-min</td>
<td>11.42±2.23</td>
<td>12.66±2.50†</td>
<td>11.97±2.9</td>
<td>12.88±1.65†</td>
<td>12.88±1.56</td>
</tr>
<tr>
<td>5-min</td>
<td>9.74±3.4***</td>
<td>13.00±2.58†</td>
<td>11.5±2.74</td>
<td>12.9±1.49†</td>
<td>12.26±1.74</td>
</tr>
<tr>
<td>RPE</td>
<td>9 ± 1</td>
<td>9 ± 1</td>
<td>9 ± 1</td>
<td>9 ± 1</td>
<td>9 ± 1</td>
</tr>
</tbody>
</table>

Table 3. Changes in physiological parameters pre- to post training.

Data are presented as mean ± SD. The maximal test was carried out running on a treadmill on ramp protocol for all groups, IT, interval training; CT, continuous training; CG, control group. VO2, oxygen uptake, relative and absolute VO2max (mL×kg\cdot \text{L}\times \text{min}^{-1} and L\times \text{min}^{-1}); tVO2max, maximal time reached on maximal test until voluntary exhaustion; HR, heart rate on rest (5-min before test on sitting position), max, maximal heart rate on test, 60-s and 120-s after ending effort (on sitting position); [La], blood lactate concentration on rest (5-min before test on sitting position), 1-min, 3-min and 5-min after ending effort (on sitting position); RPE, rating of perceived exertion (maximal value). * higher compared with pre-training values; ** lower compared with 60-s in...
the same group and measure; *** lower compared with 3-min in the same group and measure. † higher compared with pre-training values in the same group and time; p < 0.05 in all the preview.

Relative and absolute VO2max (mL×kg-1×min1 and L×min-1) increased 2.47 and 3.96% only in interval training group, as seen in Table 3. The initial VO2max of all three groups was similar. Time of the maximal test performed pre- and post-training showed interaction between the groups. The IT after 14 weeks showed a significant increase (10%; p <0.001) when compared with CT and CG. resting heart rate showed a decrease for IT and CT after 14-wk of training, despite no significant interaction between groups. Post-training a lower mean HR was found in all groups, when compared with pre-, at 120-s of recovery compared with 60-s of recovery (Table 3). There were no differences in blood lactate between groups. There were no changes in resting [La] after 14-wk of training, but differences were found between pre-vs. post-training in recovery [La] measured at minutes one, three and five (Table 3).

Discussion
The major finding of the present study was that aerobic interval training with a low training duration (60 min×wk-1) at vigorous to maximal intensities not only resulted in improved aerobic power (VO2peak) but also increased maximal time achieved on the VO2 test until voluntary exhaustion.

Blood lactate concentration
The present study found higher post-maximal test [La] in both experimental groups at various measurement times (1st,3rd,5th-min), after 14-wk of training. We cannot conclude that these values increased due to longer maximal effort, because only the IT group showed increases on tVO2max (11.08%) and less due to training mode because there was no interaction between training groups for this variable All groups increased metabolic glycolytic potential over 14 weeks of training. Mandroukas et al. (17) investigated physically active youth, for the same amount of running (32-min) in three different modes (active recovery IT; passive recovery IT and continuous training) and concluded that lactate is removed faster when recovery is active. For the authors, possible explanation is that blood lactate is used as energy substrate in aerobic energy production by inactive muscles and that the primary factor for the increase in [La] after exercise is the duration and intensity (high) effort
in which the individual has undertaken. Others (20) pointed out that the high [La] measured immediately after exercise remain elevated between 3 to 8 min, and up to approximately the 60-min [La] be likely to decrease progressively. For our study, we hypothesized that training mode (continuous or interval) would not affect the [La] after maximal efforts. Both groups showed decrease of [La] between 1st and 5th-min. We conclude that a 3-min recovery was not enough to induce significant changes in [La]. In the present study, after maximal efforts, at least five minutes of passive recovery were required to level-off [La].

Heart Rate

Even though all subjects were fit before the experiment, decreases on resting heart rate (8.86%) were found, may be because of the exercise mode (running). The literature (21) suggests that this reduction is due to increased venous return. Typically, individuals with a low resting HR have increased parasympathetic activity and decreased sympathetic activity. In aerobically trained individuals this response is expected. The resting bradycardia is one of the adaptations after chronic exercise. There were no changes after 14-wk in HRmax, HR60s and HR120s (recovery). However, as expected, all groups showed HR decrease immediately after maximal effort from 60-s to 120-s. Some (22) described training adaptations in recovery HR, but in the present study these adaptations were only observed in resting HR, corroborating previous findings with running (3). In relation to rating of perceived exertion no change was observed despite the interval training group had increased the total time at maximal effort after 14-wk of training.

Maximal VO2

The most important finding of our results was that only individuals who performed interval training showed improved values of maximal VO2 after 46 sessions of running training. The value of VO2 max is an important predictor of performance and has been used in the prescription of exercise. The duration and intensity of the stimulus directly affects the magnitude of the adaptation to aerobic training and these benefits are verified mainly with interval work durations from three to five minutes (24). The adaptations observed in this study for interval training group were higher compared with that in the continuous training group and may be due to central and peripheral adaptations that may result in higher performance (14). Some stated that IT when performed at intensities below 80%VO2max offers no improvement over CT at the same
intensity (23); while others (25) reported that the best gains comes from IT with a (2:2) exercise/recovery ratio. In agreement with our results, several (14, 18, 28) have verified that IT at 80-90% provides significant improvements relative to the CT 50-75 VO2max in healthy subjects. Recently (29) such benefits were observed at 12-wk of IT with low volume and high intensity where a group ran (20-min; 2 d.wk-1) at 1 (89%VO2max): 1 (10%VO2max) and other a CT at high volume (30 - 50 min; 2 d.wk-1) and moderate intensity (58%VO2max).

Some authors have not found differences between training (IT and CT) for 10 weeks of exercise (26). The limited duration of the continuous running training herein can also help to explain the minor adaptations, as others (18) recorded improvements in VO2peak after a higher training volume than that herein (≥ 20-min). Training interval when performed in a maximum intensity or higher and relatively short recovery time (2:1) apparently shows improvements for the development of aerobic and anaerobic systems, but if the recovery time is very short, stagnation occurs in early exercise. Some authors (30) pointed out the need to equate the interval and continuous training by distance performed or other equivalent variable and that when the intensity is below 80%VO2max) exercise is maintained without major difficulties and can thus be performed in continuous mode. Although, as noted in the literature, it is necessary to point out that for high intensity exercise (90-120%VO2max) is necessary to prescribe training periods or intervals that enable a sufficient volume. Moreover, Gibala (31) recommends that when a minimum volume is performed a high stimuli intensity should be done to obtain gains. An important aspect is that our training at “low-volume” showed benefits without the need to stress individuals on popular high-intensity training as HIT.

Total time on maximal test (tVO2max)

IT showed a 11.08% increased (9.2 ± 0.8 min vs. 10.2 ± 0.7 min) 14-wk of running. Authors (32) described IT and TC improvements in exercise time (4.0%) in tVO2max after 7 weeks of training. Although the authors have conducted stimuli shorter than that in the present study, the reduction in training volume (~ 50%) showed benefits on active subjects. Others (37) reported that combining low volume of aerobic sessions in continuous mode (75-85%HRmax) with high-intensity interval training and sprint training improved by 1-min the time to run 10km, after 6 weeks of training. Moore et al. (32) found during a 10-wk of running training, improvement in the maximum time until volitional exhaustion (16.4 ± 3.2
vs. 17.3 ± 2.8 min, p<0.05), despite not having improvements for maximal VO2. For the author (31) improvement in performance (time) was due to peripheral adaptations. In our study, we did not find performance improvements in the training group that exercised at constant loads (CT).

Conclusions

Interval training in the current study presented a significant improvement in maximal oxygen uptake and in time on maximal effort. However, 14-wk of continuous running had no impact on aerobic fitness indicators that were assessed. Hence, we can conclude that interval training at a minimum of 20-min performed three times per week is sufficient for fitness improvement and more appropriate when compared with continuous training of similar volume.
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Comparison of energy expenditure during self-selected walking in field tracks and in treadmill at various grades

João Paulo Brito¹, Ana Conceição¹,², Félix Romero¹, Adenilson Targino de Araújo Junior³, Victor Machado Reis²,³

Introduction

Despite the growing popularity of performing regular walks and the medical recommendations for their achievement, little is known about the level of effort induced by the practice of field tracks walks (1). Most previous studies (2, 3) examined the practice of walking in laboratory conditions. Energy Expenditure (E) has a critical role in locomotion (4), as body adjusts/controls the E according to the energy needed for the task (5).

Using data from the kinematics, Hoffman and colleagues (2) confirmed that the conditions of instability of field tracks increase the E when compared with walks under controlled conditions. Larger steps caused by rough ground may involve a higher E because of the cost of transition between feet (6). However, for Menz and colleagues (7) walking in areas with small obstacles (up to 25 mm) does not seem to be a significant factor in changing patterns of motion. In a comparative study, Hall and colleagues (8) say that even when walking on land is held on flat surfaces, we need more energy for the field tracks than in the motorized treadmill. According to these authors, it is not possible to estimate the E of field tracks motion based on laboratory values.

Pearce and colleagues (9) stated that the E of motion in a rigid surface is higher than that in a motorized treadmill for a pre-determined speed. On the other hand, walking on a slope can change significantly the E (10, 11). Thus, when prescribing field tracks walks as a physical exercise it is necessary to know the E involved while walking on sloping terrain and its reliability in a motorized treadmill. The physiological responses are

1. Sports Sciences Research Laboratory, Sports Sciences School of Rio Maior, Polytechnic Institute of Santarém, Portugal
2. Research Center in Sport Sciences, Health Sciences & Human Development (CIDESD), Portugal
3. Department of Sport Sciences, Exercise & Health, University of Trás-os-Montes and Alto Douro, Portugal
sensitive to the increase in slope (10) and increasing the difficulty of the terrain may cause a significant increase in E (12).

When walking in field tracks, it may occur various changes in the relative contribution of the E and in the optimization of the motion stability (13). If the E constraint contribution was critical, it would be expectable to present adaptation responses to reduce energy costs. Nevertheless, the adaptation processes during locomotion tend to optimize the relation between efficiency of movement and E (14). The use of a self-selected speed seems to result, for most subjects, in E lower than when it is imposed (10).

DeVoe and colleagues (12) reported that despite the various constrains imposed by the ground irregularities, the self-selected speed is the most economical for most subjects allowing the execution of movement for long periods of time. When walking takes place in varies soils, there may be variations in the speed selected by the subjects to offset the soil difficulties (15). Recent research reports scarce conclusive results in what concerns field versus laboratory walking; Therefore, the present study aims to compare the energy expenditure. Oxygen consumption, heart rate and speed necessary to walk in field tracks and on motorized treadmill at different slopes.

Material and Methods

Participants

Twenty-one male subjects (age 23.43 ± 2.43 years; body weight 77.46 ± 13.43 kg, height 1.75 ± 0.08 m; fat mass estimated 15.09 ± 5.42%; consumption of oxygen at rest 3.17 ± 0.37 ml.kg⁻¹.min⁻¹), physically active (exercising at least for three times per week over the past 6-month period) and who had no history of orthopaedic injury, volunteered for this study. All procedures followed the Helsinki Declaration of 1975 and were approved by the ethics committee of the institution were the study took part.

Experimental protocol

On their first visit to the laboratory, subjects’ body mass and height were measured with a scale and stadiometer (SECA, Germany, Hamburg) and fat mass was measured estimated using Bio Impedance Analysis method (Omron BF300, Matsusaka Co. LTD., Japan). The subjects did not exercise for 12-h prior to the exercise sessions and did not ingested caffeine within 3-h before exercise. These measurements were performed under a minimum 8-h fasting. 
After this evaluation, the subjects had a light meal and 3-h later they started walking in field tracks. Twenty-four hours later the subjects completed three periods of walking in the countryside tracks with an interval of 30 min (a starting VO$_2$ with a difference less than 2.1 ml.kg$^{-1}$.min$^{-1}$ to that observed before the start of the first period of effort was required). The three segments of the course in field tracks had a mean slope and distance of 0%, 6% and 14% and 821, 618 and 598 metres, respectively. On each track, maximum slope variation was 1%.

We used forest segments of footpaths and roads with hard soil ground predominantly of gravel, without any obstacles. The route segments were evaluated via planimetric and altimetric survey (Sokkia 130R, Casagiove, Italy) and only the routes that respected a variability of slope equal to or inferior to 1% over the entire distance of the segment were selected. The tests took place during the morning with temperatures between 20 and 22ºC and humidity between 50 and 60%.

Before and during the sessions in field tracks, the wind speed was measured with a portable anemometer instrument brand Xplorer, model SkywatchXplorer 3 (JDC Electronic, Yverdon-les-Bains, Switzerland). The tests took place whenever the wind speed was inferior to 15 km.h$^{-1}$, speed up to which the aerodynamic resistance is considered negligible, according to Di Prampero (16). When the wind speed exceeded 15 km.h$^{-1}$, the test was stopped and repeated 24-h later. The walking speed on the field tracks was self-selected as suggestion by literature (17, 18).

Prior to the test, subjects were asked to select a comfortable walking speed that would allow them to perform up to a 15-km track. Throughout the route, subjects were followed by an investigator riding a bicycle with a digital velocimeter (MSC-2DXC, AT EYE Co., LTD, Osaka, Japan) and were asked to return to the walking speed they self-selected during the first two minutes of the trial whenever they deviated more than 0.2 km.h$^{-1}$ from the self-selected speed. Forty-eight hours later, all field tests were repeated on a motorized treadmill RunRace (Tecnogym, Gambettola, Italy), calibrated according to the manufacturer’s guidelines. The subjects exercised in the treadmill with the same distance, slope and walking speeds that were performed during the three segments of the field tracks.

During all exercise sessions, VO$_2$ was measured using direct oximetry with a gas analyser Cosmed K4b$_2$ (Cosmed, Rome, Italy) and heart rate (HR) was measured using a POLAR chest belt coupled to the K4b$_2$. The E was calculated by the software K4b$_2$ based on the quantities of the expired VCO$_2$ and VO$_2$ (19). Data were processed using the software
Cosmed PFT Suite version 7.4b (Cosmed, Rome, Italy). During each segment of the route, the values of the HR and VO$_2$ of the subjects were monitored by telemetry. The VO$_2$ values were recorded every 20-s (20) and then averaged per minute to subsequent calculations. To ensure the existence of a plateau in VO$_2$, the maximum difference allowed between three 20-s consecutive average VO$_2$ values was less than 2.1 ml.kg$^{-1}$.min$^{-1}$. Heart rate was measured concomitantly to VO$_2$, E was calculated by the manufacturer’s software. Tests were carried out to the calibration of the analyser, indicated by the manufacturer, before each use: reference gas calibration with O$_2$ = 16% and CO$_2$ =5%, turbine calibration with a 3 litres syringe) delay calibration and room air calibration.

Statistics
The data were analysed using SPSS software version 17.0 (Science, Chicago, USA). A repeated measures ANOVA was used to confront the average values of the final min of each variable in the different conditions of exercise. To verify the ‘sphericity’, it was used the ‘sphericity test of Mauchly.’ Whenever the assumption of “sphericity” was not the observed, we used the correction factor of Greenhouse-Epsilon Geisse, as it is the most conservative and appropriate for a small size sample (21). For all statistical procedures, the minimum level of significance admitted was P ≤ 0.05.

Results
After analysing the curves of the minute values of VO$_2$, it was confirmed that the stabilization of VO$_2$ occurred, basic condition for the use of these numbers as an indicator of E. Figure 1 shows the typical behaviour of VO$_2$ in the six journeys made (values of a representative subject).
Figure 1. Means (full lines and dotted lines) and standard deviations (error bars) of VO$_2$ while walking in motorized treadmill (TW) and in nature (FW) with 0% gradient (upper panel), 6% gradient (middle panel) and 14% gradient (lower panel).

The values of the average per minutes of the VO$_2$, E and HR of walking on a motorized treadmill (TW) were higher than those of the walking in field track (FW) on all slopes. In all the average comparisons of the studied variables, there were no differences in the following comparisons: FW slope with 6% vs TW with slope of 6% to the variable FC; FW with slope of 0% vs FW with slope of 6%, for variable speed (see Table 1). A change of 6% in the slope did not cause differences in the walking speed. However, when the comparisons slope 0 vs 14% slope and slope 6 vs 14% slope
were made, there is a lower rate of displacement, for a significance of, P ≤ 0.05 and 0.01, respectively.

<table>
<thead>
<tr>
<th>Exercise condition</th>
<th>VO₂</th>
<th>HR</th>
<th>E</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(ml.kg⁻¹.min⁻¹)</td>
<td>(b.min⁻¹)</td>
<td>(kcal.min⁻¹)</td>
<td>(m.s⁻¹)</td>
</tr>
<tr>
<td>FW slope 0% vs TW slope 0% dif.</td>
<td>6.44**</td>
<td>12.59**</td>
<td>2.29**</td>
<td>-</td>
</tr>
<tr>
<td>IC 95%</td>
<td>4.88 to 8.01</td>
<td>3.44 a to 21.75</td>
<td>1.56 to 3.01</td>
<td>-</td>
</tr>
<tr>
<td>FW slope 6% vs TW slope 6% dif.</td>
<td>5.66**</td>
<td>3.17</td>
<td>1.10**</td>
<td>-</td>
</tr>
<tr>
<td>IC 95%</td>
<td>1.56 to 9.75</td>
<td>-5.31 a to 11.65</td>
<td>0.14 to 2.06</td>
<td>-</td>
</tr>
<tr>
<td>FW slope 14% vs TW slope 14% dif.</td>
<td>12.25**</td>
<td>15.01**</td>
<td>2.95**</td>
<td>-</td>
</tr>
<tr>
<td>IC 95%</td>
<td>9.28 to 15.23</td>
<td>6.43 a to 23.6</td>
<td>1.92 to 3.99</td>
<td>-</td>
</tr>
<tr>
<td>FW slope 0% vs FW slope 6% dif.</td>
<td>11.24**</td>
<td>25.58**</td>
<td>4.01**</td>
<td>0.05</td>
</tr>
<tr>
<td>IC 95%</td>
<td>7.54 to 14.94</td>
<td>19.35 a to 31.8</td>
<td>3.14 to 4.89</td>
<td>-0.02 to 0.12</td>
</tr>
<tr>
<td>FW slope 0% vs FW slope 14% dif.</td>
<td>16.86**</td>
<td>37.89**</td>
<td>6.31**</td>
<td>0.15*</td>
</tr>
<tr>
<td>IC 95%</td>
<td>14.16 to 19.57</td>
<td>31.05 a to 44.73</td>
<td>5.39 to 7.23</td>
<td>0.05 to 0.24</td>
</tr>
<tr>
<td>FW slope 6% vs FW slope 14% dif.</td>
<td>5.63**</td>
<td>12.31**</td>
<td>2.30**</td>
<td>0.10**</td>
</tr>
<tr>
<td>IC 95%</td>
<td>2.78 to 8.47</td>
<td>8 a to 16.63</td>
<td>1.63 to 2.97</td>
<td>0.05 to 0.15</td>
</tr>
<tr>
<td>TW slope 0% vs TW slope 6% dif.</td>
<td>10.45**</td>
<td>16.15**</td>
<td>2.83**</td>
<td>-</td>
</tr>
<tr>
<td>IC 95%</td>
<td>8.07 to 12.82</td>
<td>10.35 a to 21.95</td>
<td>2.03 to 3.62</td>
<td>-</td>
</tr>
<tr>
<td>TW slope 0% vs TW slope 14% dif.</td>
<td>22.67**</td>
<td>40.31**</td>
<td>6.98**</td>
<td>-</td>
</tr>
<tr>
<td>IC 95%</td>
<td>19.39 to 25.96</td>
<td>31.46 a to 49.16</td>
<td>5.68 to 8.28</td>
<td>-</td>
</tr>
<tr>
<td>TW slope 6% vs TW slope 14% dif.</td>
<td>12.22**</td>
<td>24.16**</td>
<td>4.15**</td>
<td>-</td>
</tr>
<tr>
<td>IC 95%</td>
<td>10.06 to 14.38</td>
<td>20.33 a to 27.98</td>
<td>3.43 to 4.88</td>
<td>-</td>
</tr>
</tbody>
</table>
**VO**₂ = oxygen uptake; HR = heart rate; E = energy expenditure; S = speed; *, **Statistically significant differences in average for *P*≤0.05 and 0.001, respectively.

**Table 1.** Average difference (dif.) and confidence interval (95% CI) of differences of the comparisons of different exercise conditions and slope - walking on a motorized treadmill (TW) vs in field tracks (FW) in the slopes 0% (n = 21), 6% (n = 21) and 14% (n = 19) for variable speed (S), oxygen consumption (**VO**₂), heart rate (HR) and the energy (E).

**Discussion**

Results show a progressive increase in **VO**₂, E and HR with slope, either in FW or in the TW conditions of exercise. The E and the **VO**₂ were higher in TW compared with FW condition. Average speed was also higher in TW (1.64 ± 0.16 ms⁻¹ at slope 0%, 1.59 ± 0.14 ms⁻¹, at slope 6%; 1.49 ± 0.13 ms⁻¹ and at slope 14%) when compared with self-selected speed. These corroborate the results of Bertram and Ruina (22), Falola and colleagues (23) and that by DeVoe and colleagues (12), which state that the self-selected speed by the subjects is not always the most economical. Although Bobbert (11) and Margaria (24) claim that the optimal walking speed in slopes above 10% is 1.0 ms⁻¹, in the present study, at slopes of 6% and 14%, we observed that the self-selected velocities were higher than those by Bobbert (11) and by Margaria (24).

The values of E, **VO**₂ and HR are lower in the field tracks walking for self-selected velocities and are similar to those of Church and colleagues (25), for the slope of 0% in land, 5.7 ± 1.3 kcal.min⁻¹, 12.8 ± 1.8 ml.kg⁻¹.min⁻¹ and 101.6 ± 12.0 beat.min⁻¹, respectively. These results differ from those found by Pearce and colleagues (9) where significant differences were confirmed in **VO**₂ of walking in a motorized treadmill vs on a hard surface (respectively, 10.58 and 11.04 ml.kg⁻¹.min⁻¹). However, these results were found with subjects aged from 55 to 66 years while we examined the response of young adult subjects (aged 23.6 ± 2.43). Despite not having measured the E, Murray and colleagues (26) found no differences between the cinematic walking in the motorized treadmill and in rigid surface, but the electromyography activity and HR were higher in the motorized treadmill.

Some (27, 28) have previously reported that there is an intra-subject variability in the E during the walking on the motorized treadmill. On the contrary, Bertram and Ruina (22) claim that walking on motorized treadmill mimics the natural constraints of the walking, presenting itself as an alternative of replication to the data extrapolating from the laboratory.
environment to the natural environment. There is no consensus that the oxygen consumption values are higher or lower in the motorized treadmill vs field tracks (26, 29, 30, 31).

The increase in the E, with the increment of the slope was previously described by Alexander (10). This study also found that the E increased progressively with the increases of the slope. This phenomenon was observed in both walking on a motorized treadmill and in field tracks. Nevertheless, in walking on a motorized treadmill there was a greater intersubject variability compared with walking in field tracks. Johnson and colleagues (32) found VO$_2$ values of 10.79, 15.05 and 20.59 ml.kg$^{-1}$.min$^{-1}$, in walking on motorized treadmill with constant speed of 1.11 ms$^{-1}$, at 0%, 5% and 15%, slope respectively. Our values for the progressive slopes were 21.91, 32.36 and 44.58 ml.kg$^{-1}$.min$^{-1}$, with self-selected velocities of 1.64 ± 0.16, 1.59 ± 0.14 and 1.49 ± 0.13 ms$^{-1}$, respectively at grade, 6% and 14%.

The higher walking velocities used by the subjects in the current study (1.64 ± 0.16, 1.59 ± 0.14 and 1.49 ± 0.13 ms$^{-1}$, respectively), compared with those in the study by Johnson and colleagues (32), may explain the higher mean values of VO$_2$. Our VO$_2$ mean values are also higher than those described by Gottschall and Kram (3), which report average values of 7.4 ± 0.7 ml.kg$^{-1}$.min$^{-1}$ walking in the motorized treadmill for a speed of 1.25 m.s$^{-1}$. Thus, once more, these results may suggest that the walking speed seems to be the main factor in the VO$_2$ differences between the different studies. However, the sample used in that study comprised young adults of both sexes (average age 27.4 ± 5.1 years), contrary to the current study.

The previous study with most similar methods compared with the current study, was that by Johnson and colleagues (2002). Percentage increases in VO$_2$ due to increases in slope in both studies revealed different magnitudes. It was found that when the slope increased from 0 to 5 % (32), or 6 % (this study), the increases in VO$_2$ were 39.5 and 47.7 %, respectively. A possible explanation for the largest increase observed in our study could be the difference in slopes, though small. However, when comparing slope increases between 0% and the highest slope (14 % in this study and 15 % in the study by Johnson et al. (32), the delta remained higher in our study (103.5 vs 90.8%). Therefore, other differences such as subjects’ physical fitness may help to confront both studies.

Conclusions

This study extends the previous literature about the E during walking
in field tracks, by including walking in different slopes and comparing it with walking at similar pace on a motorized treadmill. The results show that 1) VO\textsubscript{2}, E and HR increase gradually with the slope of the route, both in the field and in the treadmill, 2) E and VO\textsubscript{2} are different in the two exercise conditions, being higher during treadmill walking at a similar pace. Therefore, our results suggest that the estimation of E in field tracks based on laboratory measurements can overestimate the true E.
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Optimization as adaptability: how movement variability supports performance in striking actions used in combat sports

Dominic Orth¹, John van der Kamp¹, Robert Rein²

The functional role of movement variability: evidence in coordination and control

In this review, striking tasks derived from combat sports (including karate, Taekwondo, kung fu, boxing and mixed martial arts [MMA]) are evaluated to address the role of goal supportive or functional movement variability. Movement variability can be considered functional in so far that it ensures action goals are met by the individual, such as maintaining performance as constraints are changed (1).

Constraints specify the specific context of the action and can be further differentiated into individual, environmental and task constraints (1, 2). Constraints are understood as placing boundaries on movement coordination and control solutions (as opposed to proscribing them, (3)). Coordination solutions refer to distinctive patterns or classes of movement such as walking or running. The term control, a level of analysis embedded within the coordination of action, refers to movements made that regulate the stability of a given coordinative solution (4). Constraints define the space which the movement system can act (i.e., the perceptual-motor workspace) (5, 6), and as such determine what coordination solutions are available to maintain performance.

Previously, movement variability has (mistakenly) been conceptualized entirely as noise that needs to be reduced (7). However, more recent research has shown associations between movement variability and the maintenance of performance as constraints are changed (8). To exemplify, task constraints, might include goals or rules, such as strike a boxing bag with the hand as forcefully and efficiently as possible (9). The environmental constraints, on the other hand, include properties of the world external to the individual (10), and, might be the properties of the target and the distance to the target prior to executing a technique (11)
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As a general pedagogical strategy, by manipulating constraints, the individual can (learn to) exploit functional movement variability to maintain or improve performance when facing similar arrangements of constraints in the future (1, 3).

In striking tasks, there seems to be two levels at which functional movement variability is important (see Figure 1). On the one hand, individuals can use movement variability in terms of how they control a given action or technique. For example, when a kicking action is used, if a target is far away, the individual can increase the range of motion at the hips in order to kick it (12). On the other hand, individuals can use behavioural variability, by changing which coordination solution they realize to strike a target. For example, as the distance to a target is reduced, individuals might use a hook punch instead of a straight punch because the ability to generate sufficient force is afforded with the greater trajectory length permitted with a hook punch (9).

Within this context, affordances have been considered an additional source of constraint (13). Affordances refer to the behavioural opportunities that become available from the way the individual and their environment relate to each other during performance (14). The perception and realization of these affordances are reflected in the coordination solution used (e.g. crawling, walking, climbing (15)) and the way movement adjustments are made to satisfy constraints (15). For instance, in the case where individuals continue to realize an affordance under changing constraints, adaptive movements can be made to ensure that an affordance remains within the limit of achievability (16). For example in Orth et al. (17) soccer players running to cross a ball, were shown to modify the speed they ran based on the distance of an opposing player to the same ball. In this study, soccer players only ran close to their maximum running speed capabilities when the opponent was placed at a relatively close distance to the ball.

On the other hand, with larger changes in constraints, in cases where a different affordance is realized, a different coordination solution may arise. Warren (18), for instance, showed that the decision to change how to climb a stair, either in a bipedal fashion or a quadrupedal fashion, was predicted by the ratio between the stair riser height and the participants leg lengths. With larger increases in riser height, the same participant shifted to a different action. Whilst, there are different views on how affordances are perceived (for discussions see (16, 19)), the key implications are that, the coordination solution and the information used in order to achieve a certain objective (e.g., to get a ball before an oppo-
current and future trends for performance optimization

ent or to climb an object) is often based on the collective constraints of the individual and their environment, such that action capabilities (e.g., maximum running speed) and body dimensions (limb lengths) are scaled to properties of the environment when adapting behaviour.

**Addressing individual differences in coordination and control in striking tasks**

Consequently, when executing combat techniques, we assume that behaviour is controlled based on information that specifies whether or not the situation (e.g., the distance to a target or opponent) affords hitting such that it satisfies constraints (e.g., to impart a big impact). One of the promising features of striking tasks are in how previous work has addressed the influence of individual differences in body dimensions on the organization of striking actions (see (20), and Figure 1). Specifically, individual differences in body dimensions have been controlled for by scaling the distance between the individual and target (L) as a function of limb length (l), such that the scaled distance (D) is:

$$D_E = \frac{L}{l_E}$$

*Equation 1.*

Where the subscript $E$ refers to the effector limb segments used in the scaling computation (typically either the leg, (11, 19) or arm, (9, 21)). By changing the distance to a target as function of limb length (i.e., ) the experimenter/practitioner can reduce the amount of between individual variability in terms of performance outcomes (11), regulatory movements (12) and techniques used (9).

In addition to addressing individual differences in body dimension, Hristovski, Davids, Araújo, and Passos, (22) proposed that body scaling be used as a way of manipulating the hypothetical workspace within which the individuals current behavioural capabilities can be determined. To exemplify, in the study by Hristovski, Davids, Araújo and Button, (9) individuals were positioned at 10 different distances from a free hanging boxing bag. At each position participants were asked to execute as many different techniques as possible (although limited to 10 strikes). It was shown that at some distances only two techniques (e.g., left and right hooks) might be used, whereas, at others, six might be used (i.e.,
left and right hooks, uppercuts and jabs). Thus, for linear changes in , participants either continued to use some techniques (perhaps by making small movements such as leaning in at the hips, (9)) or completely new actions emerged whilst others disappeared (see also Figure 1).

In this chapter, we explore how by comparing individuals across a range of positions their degree of functional movement variability bears a relationship to their skill. For example, an individual’s current capabilities to produce a high impact collision for a given position might include a variety of techniques (such as a jab or a hook). This would indicate they have greater number of degenerate solutions for that set of constraints (23). Alternatively, for another individual, at the same position, they may only be able to effectively strike with a jab. However, this individual might be able to use the jab across a range of distances by modifying the way the technique is executed. In this context degeneracy, as a general property of complex systems and hallmark of skill and learning (24), reflects that the same outcomes can be achieved in different way. Practically speaking, prior to learning a new skill, the experimenter or practitioner can uncover an individual’s pre-existing action repertoire and plan an intervention accordingly. Following the intervention, the same procedure can be used to determine how the individual’s action repertoire is influenced by practice (25).

Skill effects can also be examined in a similar way (26). By fixing certain constraints (e.g., task goal), and manipulating others (e.g., ) a scanning procedure (see (27)) can be used for a variety of experimental and practical purposes. Figure 1 exemplifies how a scanning procedure can be carried out by determining an individual’s ability to use punches and kicks to strike a bag over a range of position.
In this chapter we consider how functional movement variability, both in terms of movement variability within a specific technique (12, 21) and in terms of behavioural variability between techniques (20), might help individuals to maintain performance as constraints change. We focus on how individuals adapt to changes in the distance to a target (or the interpersonal-target distance) as this is most frequently researched. In doing so, we develop the hypothesis that experienced combat sportspeople can produce a greater range of techniques as constraints are manipulated and can maintain the effectiveness of any given technique over a larger range of interpersonal-target distances. Toward this end, there is a need to integrate the current research of striking actions with the hands and feet. Across the extant literature, numerous striking techniques have been examined when manipulating the interpersonal-target dis-
tance. However, techniques are typically examined separately, and with exception of Hristovsky et al. (9), are proscribed to the participant. Consequently, the functional role of variability at the within and between technique levels are poorly understood.

Thus, the aims of this chapter are: a) to evaluate how functional movement variability can be identified as a skilled response to variation in the interpersonal-target distance, and; b) to address implications for experimental and practice design. We begin, by detailing the current understanding of what constitutes an effective strike and how these are executed.

**Determining functionality of striking actions**

The assessment of effectiveness of striking actions is generally based on outcome measures including peak impact force (28), execution time (12), precision (29) and reaction-time (30). Impact force, in particular, has been a major focus of previous work where, impact force has proven to be significantly influenced by a range of variables (e.g., (31, 32)) and in particular skill level (33, 34). In this section, we present a framework for understanding how athletes of different skill level achieve an effective striking action. We do this by integrating a generalized muscle activation model (35) with models of how interceptive actions are regulated.

Generally, forces imparted to the stuck object, involves the transmission of momentum from the movement system, via the hand or foot, to the target mass (such as an opponent, force plate or bag). Because of the mechanical properties of the movement system (e.g., heterogeneous segmental dimensions and material properties), the transmission of forces is not equivalent to the mass of the system and its acceleration at impact (36, 37). To account for the expected force relative to the actual force imparted to the target, effective mass is used to reflect the capability (or relative efficiency) to transmit momentum (36). Specifically, effective mass is defined as the mass being used at impact (21, 38). To think of this intuitively, if a 5 kg weight is dropped to a (solid) floor, the effective mass will be around 5 kg. However, if we consider a 5 kg arm colliding with the same floor the effective mass will be less than 5 kg since the arm system is not rigid.

Effective mass is computed using the displacement (21, 34, 37) or impulse (29) of the struck object during collision relative to the speed of the effector immediately prior to collision (29, 34, 37). Effective mass is generally considered to be influenced by behaviour prior to collision (36, 38), such as the development of effector speed and/or timing of joint stiffen-
ing (35). Effector speed and effective mass, however, are not entirely correlated (29, 38, 39). For example, it has been reported that effector speed does not influence effective mass as much as the technique utilized (21) and both are considered important in determining the resultant peak impact force (29, 39).

In explaining the production of effective mass and hand speed, McGill et al. (35) put forward an empirically based model of a neuromuscular activation process involving three phases: the contract-relax-contract phases, a phenomenon also referred to as double peak muscle activation (36). McGill et al. (35) found that across a range of techniques, including punching and kicking, in some trunk and hip muscles there is firstly (phase 1); an initial burst of muscle activation associated with movement initiation, followed by (phase 2); a relaxation of muscle activity associated with production of effector speed, followed by (phase 3); a final burst of muscle activation associated with collision.

The initial burst of muscle activation (phase 1), occurring around movement initiation (35), is believed to provide a base of support (or inertial mass) from which the striking limb segments can rotate around or pull against (35, 40). Importantly, during the development of effector speed, previous work has highlighted the role of a proximal-to-distal sequencing (41), at least in some techniques (42, 43). Here, action is initiated by applying ground reaction forces (GRF) by the feet (40) and can include additional stepping movements that further increase GRF (29), or that provide postural stability (44). Lower limb strength and power measures, such as maximum isometric force and mean propulsive power in the squat, have also been correlated with peak impact force (45, 46). In any case, initial lower limb movements help to develop acceleration of hip and trunk rotations which can then be used by distal segments to develop end effector speed (35). For instance, there is some evidence that end effector speed during kicking is developed by an ordered sequencing of peak rotational accelerations around the hip and then knee, (42, 47). Similarly, this has also been shown in punching, with peak rotations first occurring at the shoulder, then elbow, then wrist (48).

The importance of the relaxation phase (phase 2) may be to prevent interference with the development of effector speed (35, 37). When muscles crossing a joint are stiffened, movement speed can paradoxically be reduced (39). Thus, maximizing the time over which certain muscles are relaxed can facilitate greater effector velocity. In terms of skilled striking then, following the initial muscle burst, there should be a rapid rate of relaxation (35). It has been argued that the period of relaxation should
be extended for as long as possible such that reactivation (phase 3) occurs as close as possible in time relative to the collision. In both the trunk musculature and end effector limb, preparation for impact is particularly important to transmit both the GRFs through the body (41, 45) and the momentum developed by the end effector limb segment (39).

Roosen and Pain (49) also argued that athletes should attempt to have peak velocity and contact coincide. Yet, they found that in some strikes, peak velocity tended to occur prior to impact, see also (42). In support, VencesBrito et al. (28) showed that beginners reached forearm peak angular speed earlier than experienced individuals and tended to show a significantly earlier pronation at the forearms (corroborated in the timing of EMG activation), suggesting preparation for impact prior to collision and at least earlier than their more experienced counterparts. Similarly, Bolander et al. (21) examined differences between palm and fist strikes, finding that the largest forces were achieved with palm strikes. Also, ‘small moments’ were qualitatively observed around the wrist during punches, which seemed less important in the palm strike, improving the transfer of force in to the target with this way of striking. Finally, Kim et al. (42) observed the peak velocity and impact velocity of a range of kicking techniques in experts, showing that that peak velocity does not tend to coincide with the collision, further suggesting that stiffening occurs before impact.

Thus, an important ability seems to be to coordinate the development of effector speed with the onset of muscle stiffening, such that these movements are regulated with respect to the timing of the collision. The purpose of joint stiffening seems to be to transfer the momentum developed by the body into the object collided with, but, may also be balanced with the need to protect joints from strains/dislocations. In any case, pre-collision joint stiffening suggests information is exploited about when the impending collision will occur and used to optimize how hard the object is hit. This information is likely to be specific for the time remaining to contact (50, 51). From an affordance-based control perspective, where the individual scales behaviour based on their capabilities (16), we might speculate that if the task is to strike as hard as possible, individuals will scale when they begin to stiffen based on some physical limit, such as, speculatively, contractile velocity or a safety margin related to joint integrity.

In this section, we have identified a range of movements that can contribute to effector speed, such as the initial use of the feet or rotations at the trunk. These findings emphasize both, that the entire body
(e.g., trunk, upper and lower limbs) is implicated in the optimization of impact forces (41, 45, 46, 52, 53) and that the timing of movements among limb segments relative to the collision event reflect an important control problem for how individuals are able to optimize impact forces (35, 36, 39).

Provided this general overview of what constitutes an effective striking action under ideal constraints (i.e., against stationary targets at self-preferred distances), we now consider how movement variability may help to maintain performance as conditions change, focusing on how individuals adapt to changes to the interpersonal-target distance.

The functional role of movement variability in striking performance

Within technique variability as a functional response to changes in constraints

Movement variability during execution of one particular technique can have goal supportive effects, even if this goal will often require low outcome variability such as high end-point accuracy (50, 54). For instance, changes in distance to the struck object prior to execution influences the mechanical properties (e.g., effector velocities (21), joint kinematics (12)) of the action. Effectiveness, such as impact force (21) and execution time (11, 19), can deteriorate when compared to a self-preferred distance (12, 45, 46). Alternatively, there is evidence that skilled individuals are better able to maintain performance effectiveness of a given technique over a larger range of interpersonal-target distances when compared to less experienced counterparts (11, 19). Taken together, these studies, summarized in Table 1, suggest that if individuals are able to functionally vary the mechanical properties of their movements for different execution distances, this can be adaptive to maintaining performance when using a particular technique.

<table>
<thead>
<tr>
<th>Studies1 [Participants]</th>
<th>Task description</th>
<th>Distance</th>
<th>Outcome measures2</th>
<th>Mechanics measured2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolander et al. (21) Moy Tung Ving Tsung martial artists (3 women, 10 men).</td>
<td>Ungloved maximal (force) strike (punch and palm tested) at a padded pendulum (eye and chest height tested).</td>
<td>1. Short (Hand length) 2. Medium (1/2 Arm length) 3. Long (Arm length)</td>
<td>Normalized peak acceleration Normalized peak impact force</td>
<td>NA</td>
</tr>
<tr>
<td>Study</td>
<td>Type of Strike</td>
<td>Conditions</td>
<td>Dependent Variables</td>
<td></td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------</td>
<td></td>
</tr>
</tbody>
</table>
| Estevan et al. (55)           | Strike (round-house kick) at head of human mannequin. | 1. Short (0.68 ±0.05-m)  
2. Normal (1.03 ±0.07-m)  
3. Long (1.03 ±0.09-m) [scaled to leg length, details not reported] | Total response time (s)  
Peak impact (N)  
Body weight adjusted peak impact (N/kg) |
| Estevan et al. (11)           | Maximal (strong and fast) strike (round-house kick) at chest of human mannequin. | 1. Short: leg length x 0.67 (0.68 ±0.04-m)  
2. Normal: leg length (1.01 ±0.06-m)  
3. Long: leg length x 1.33 (1.35 ±0.09-m) | Execution time (s)  
Peak impact (N)  
Impact time (s) |
| Falco et al. (19)             | Maximal (force and speed) strike (round-house kick) at human mannequin (height = participants abdomen level). | 1. Close: leg length x 0.67  
2. Medium: leg length  
3. Large: leg length x 1.33 | Execution time (s)  
Peak impact (N) |
| Kim et al. (12)               | Maximal (effort) strike (round-house kick) at held pad (height = participants abdomen level). | 1. Short (difference between Long and Normal [see 2 & 3])  
2. Normal (preferred distance)  
3. Long (self-selected maximum) | NA  
Total linear displacement of the hip (% leg length)  
Hip flexion (deg)*  
Pelvis rotation (deg)*  
* = only angles (degrees) reported as important given. |
| Loturco et al. (46)           | Gloved maximal (impact) strike (jab punch and cross punch tested) at a flat impact pad (perpendicular to the ground). | 1. Self-selected  
2. Imposed (arm length [no data]) | Peak impact (N)  
NA |
A number of studies have reported deterioration in performance outcomes in response to modified distances (45, 46). Loturco et al. (45), showed that at self-preferred distances, in professional karate athletes carrying out a maximal impact giku-tsuki (variation of the cross punch), higher impact forces were recorded compared to when they were required to punch at an imposed distance. Following this, Loturco et al. (46) went on to show that, at self-preferred distances, elite amateur boxers had higher impact forces for the jab technique than at an imposed distance. In support of these findings, Bolander et al. (21) observed impact force and hand accelerations across short (hand length), medium (about half the arm length) and long (arm length) distances to a target, finding that the largest forces and hand accelerations were associated with striking from the long distance. Similar findings have also been reported in strikes with the legs. Estevan et al. (55), for instance, observed impact forces and total response time for the roundhouse kick in Taekwondo athletes across short, normal and long distances. It was found that the shortest distance led to the highest peak impact forces and shortest total execution times. Using more or less the same protocol, Estevan et al. (11) and Falco et al. (19) also showed evidence of performance deterioration across three distances, an effect that was more pronounced in less skilled individuals.

By contrast, in other work, performance did not deteriorate as a function of changing the distance to the target (45, 46, 55). For example, Estevan et al. (55) reported that body weight might influence results. In this study, a range of weight categories were tested (58-68, 68-80 and >80 kg) across the three distances, reporting that participants from the welter
weight group (68-80 kg) did not show any differences in terms of execution time or impact force. Loturco et al. (45) also did not find a reduction in cross punch performance when the task instructions were to maximize speed of the strike. In a later study, Loturco et al. (46) reported that performance deterioration was also influenced by technique. The cross punch did not significantly deteriorate in terms of impact force (46), although it did for the jab technique. One of the possible explanations for this discrepancy in findings is that the later study involved boxers and the former karate athletes. In competitive karate, the goal is to contact the opponent, and, striking with excessive force is penalized. In boxing, on the other hand, delivering damaging punches can indeed knock out the opponent to win. Thus, these findings allude to the effect of discipline specific experience on how individuals adapt to varying distances.

In any case, several studies have shown that skilled individuals appear able to avoid (some) significant performance deterioration as distances are either increased or decreased. Specifically, Estevan et al. (11) observed impact force, execution time and impact time in the roundhouse kick in Taekwondo athletes across three distances (short [0.67 x leg length], medium [leg length], and long [1.33 x leg length]). In this study two groups were compared based on skill: a group of athletes who had won a medal at official competitive level, versus a group whose members had not. Based on group-wise comparisons, no differences were identified in execution time or impact force at the medium distance between the groups. However, at the short and long distances, for both outcomes, the less skilled individuals were significantly worse than the more skilled group. In support, Falco et al. (19) examined the effect of distance to target and skill on maximal impact force and execution time when applying the roundhouse kick. Noting that distance was also scaled as a function of leg length, it was reported that there was no significant change in impact force across the three distances in the more skilled group, which consisted of individuals who had at least a medal at University or National level competition. In contrast, however, the less skilled group, which was made up of individuals who practiced the sport but had never won a University or National level competitive medal, showed significant differences in impact force (19). Falco et al. (19) did find however, that the skilled group showed slower execution times at the close distance and medium distances, indicating how, even in skilled individuals, some performance outcomes can deteriorate whilst others can be maintained as constraints are changed.

Only one study (12) could be found to contrast the kinematics of tech-
niques as the target distance was modified. Thus, there is limited insight into the adaptive adjustment in movements (i.e., execution variability) occurring during the performance of specific techniques that might help skilled individuals maintain low performance or outcome variability as constraints change. Kim et al. (12) examined the effect of three distances to a target on kinematics of the trunk, hip and kicking leg when applying the roundhouse kick in experienced Taekwondo athletes. In this study, kinematic variables at different movement (including push [start signal to toe-off], release [toe-off to maximum knee flexion to impact] and striking phases [maximum knee flexion to impact]) were examined. Increased kick distance seemed to be achieved by increased pivot hip displacement (i.e., the leg supporting the body weight displaced toward the target). Pivot hip displacement appeared to be regulated on the basis of degree of body posture during the strike (i.e., leaning back such that the trunk becomes more parallel with the ground) and pivot foot rotation (12). Specifically, when going from short to long distances, the pelvic posterior tilt and left rotation increased, whilst both the hip flexion and the trunk’s right lateral tilt decreased (i.e., indicating they were leaning back) (12). This suggests that controlling the reach of the foot to the target is achieved by coupling the pelvis and kicking leg, and, pelvis and trunk movements. During the strike phase, these couplings are believed to be particularly important for adapting to the degree of pelvis displacement during the push and release phases (12, 42).

In summary, there is clear evidence that changing the distance to the target can lead to performance deterioration (45, 46). In addition, there is some evidence that skilled individuals better maintain performance as the distance is manipulated (11, 19). There is also the possibility that, some outcome parameters might deteriorate whilst other outcomes can be maintained, such as execution time being maintained at the expense of peak impact force (11, 19). Finally, the kinematics of an action or technique are also influenced by changing the distance to the target (12). Although there is no direct evidence that this sort of movement variability supports the ability to maintain performance, in terms of impact force or execution time, it can be said to at least support general task success of hitting the target (12).

There is a dire need for future research to establish how movement variability allows individuals to maintain performance of a technique as conditions are modified. Indeed, this question is similar to Bernstein’s problem raised in his work on kinematic trajectories of the arm of blacksmiths (56). During hammering iron, Bernstein showed that blacksmiths
while hammering, although they would move using different trajectories, they maintained very effective precision and impact.

**The role of between technique variability for supporting performance**

Whilst the above section focused on evidence for functional movement variability as supporting performance when using *the same technique*, another feature of striking tasks is the possibility to use different techniques. Presumably, in combat sports, one of the reasons different methods of striking have emerged (e.g., hooks, jabs and side-kicks) is because under different conditions, such as being relatively closer or further to a target, one technique can be more effective than others. As an example, if the distance to a target is greater than the ability to reach it with a punch, the individual must switch to using a leg technique to meet the objective of striking the target. Other reasons can also be identified, for instance the nature of an opponent’s guard might mean that a strike moving primarily through the anteroposterior axis (e.g., a cross or jab, (31)) is easily blocked and a curved trajectory would be more successful (9, 31). Indeed, techniques qualitatively differ, and it is usually based on the nature of the end effectors trajectory *relative* to the target that techniques have been classified. For example, a hook punch and upper-cut move along different axes (i.e., left-right and craniocaudal respectively), but at the same time both have a curved trajectory (9, 31, 57) and can conceivably show similar functional angles.

In this section, we review the evidence that shifting between techniques in response to a modified distance between the participant and the struck object, prior to executing the action, can help maintain or even improve performance (i.e., is a functional response). In striking tasks some evidence for this has been uncovered by comparing the relative effectiveness of techniques across different distances. For example, in punching techniques, whilst the straight punch might produce the largest impact force, at least in (49, 53, 58), when participants are positioned at relatively close interpersonal-target distance, this technique does not emerge as a preferred choice (9). These findings highlight the possibility that to maintain performance across distances, individuals also have the option of changing techniques (9, 21, 46, 57).

In Bolander et al. (21), hand speed and impact force were compared between punch and palm strikes across three distances (short, medium and long). The results showed that both techniques produced the best performances at the long distances. Similarly, Loturco et al. (46) com-
pared the impact forces of jabs and crosses at a self-preferred distance and at an imposed distance (the length of each individuals arm at full extension). Notably the jab performance was worse at the imposed distance, whereas in the cross there were no differences based on distance. Unfortunately, the self-preferred distances were not reported and thus, a reason for this technique by distance interaction might be that the self-selected and imposed distances were very similar for the cross but very different in absolute terms for the jab. Alternatively, as suggested by the authors, it is possible that the cross is more effective over a larger range of distances. According to the authors, the cross is primarily a technique practiced to achieve high impact, whereas, the jab is a technique primarily used, not for maximal force, but to prepare for other strikes (e.g., used to ‘open up’ the opponent).

Supporting the idea that individuals have a self-preferred distance from which they apply different techniques, an innovative work by Petri et al. (57) showed that at key times (i.e., the hypothetical time needed to respond to a visual stimulus), experienced karate athletes actively regulate the distance from which attacks are initiated based on the technique being used. Specifically, the jab and reverse punches tended to be initiated from similar inter-personal distances whereas the roundhouse kick was initiated at a greater inter-personal distance. This study seems to suggest the performers actively regulated their interpersonal distance to ensure that a particular technical action remained possible (59).

More challenging to explain are the findings in Hristovski et al. (9). They suggest that conditions of maximum overlap of possible actions exist that correspond to the most functional region of performance. That is, at certain regions multiple actions can be equi-functional reflecting performance meta-stability. Hristovski et al. (6) conjectured that the more extensive this region, the greater the individual’s skill, see also (24). Currently, Hiristovski et al. (9), is the only study identified to examine conditions where individuals had freedom to select techniques. To recall, Hristovski et al. (9), had equally skilled individuals (beginner boxers) placed at 10 equally spaced distances from a heavy bag (beginning with both toes touching the bag, and ending with both toes at an absolute distance of 1 m). At each position, participants could strike the bag 10 times and were encouraged to vary the techniques they applied. Specifically, they were encouraged to use different techniques so long as they could do so forcefully, with postural stability, and with the perception of movement efficiency. At small values of $D_a$ (~0-0.1) ($D_a = \text{absolute distance to the bag/individuals arm length}$), only left and right hooks
were selected. At small-moderate values of $D_a$ (~0.1-0.5), both left and right hooks and left and right upper cuts emerged. At moderate values of $D_a$ (~0.5-0.9), left and right hooks, left and right upper cuts and left and right jabs emerged. At large values of $D_a$ (1-1.2) only left and right jabs emerged. Finally, at values of $D_a$ greater than 1.2, participants were inactive, unable to reach the target.

According to Hristovski et al. (9) the distance where $D_a$ was between 0.5 and 0.9, corresponded to the highest levels of efficiency (for the striker) and uncertainty (for a hypothetical opponent). It is the region of meta-stability. A limitation in Hristovski et al. (9) is that ‘...efficiency was scaled by participants on a 6-point (0-5) continuous scale with 0 reflecting absence of a stroke and 5 signifying a maximally efficient stroke.’ This makes it difficult to determine what specifically was influencing the boxer’s decisions when using strikes at various distances, and, whether indeed when striking actions overlapped performance was maintained. There is however, evidence that being able to use more techniques in a randomized fashion does make it more difficult for opponents to predict which technique will be used in advance of execution (60). Presumably, the more techniques an individual can exhibit, the greater opportunity they have to induce uncertainty in their opponent.

In sum, in this section we have used the interpersonal-target distance as a parameter to examine the importance of between technique variability for maintaining performance. In general, the ability to appropriately shift between techniques with respect to variations in the interpersonal-target distance seems to be pertinent for skilled combat sport athletes (57). Future research should, however, uncover clearer evidence that a greater variety of techniques is associated with improved skill. For example, examining skill effects in a task similar to Hristovksi et al. (9) should reveal that more experienced individuals can demonstrate a larger number of techniques and maintain them over a larger range of distance (i.e., they show a greater region of meta-stability). The main challenge in such a study is to assess the functionality of strikes in an ‘unconstrained’ set-up (i.e., where the individual can strike at different angles and positions – for some innovative approaches see (61, 62)).

**Implications that increased movement variability supports performance**

A key implication of this review is that individuals able to use a given striking technique effectively over a broader range of constraint manipulations and able to use more techniques overall, should be more capa-
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The potential of adapting to changes in conditions. This would suggest that during practice, arranging constraints to induce greater movement variability may be beneficial to the learner (63, 64). It is, however, unclear to what extent increased practice variability helps individuals to perform effectively in new contexts and also to what extent the purported effect of practice variability would be modulated by skill. For example, an individual who learns to effectively apply a roundhouse kick over a broad range of conditions is placed in a situation where they cannot use this kick, may or may not have problems adapting another technique in its place. The same empirical questions could be raised for an individual who practices a range of different techniques (see for example the discussion in Ranganathan and Newell (65) on execution redundancy verse task variation).

Another possibility that has not been considered, is that exploratory behaviour, where the individual may aim to learn about theirs and their opponent’s capabilities under a particular set of constraints can also be useful for performance (66). Sève et al. (66) for example showed that in table tennis, skilled players went through an ‘enquiry phase’, exploring the effectiveness of different performance actions through adopting a variety of different types of shots, in order to learn about the opponent’s weaknesses, strengths and strategies. Following this period of exploration (behaviour that was primarily directed toward information gathering), players settled to a phase of performance, where ‘players seek optimal playing effectiveness by reproducing the strokes they identify as perturbing to the opponent...’ In paraphrasing Sève et al. (66), exploration was found to be important to all performers across all competitive match-ups, even in cases where the individual knew the opponent, as they could not rely on predicting the events of a current match due to how features of an opponent’s game differ within and across matches. A possibility is that increased functional movement variability, between and within techniques, allows the individual to explore new competitive match-ups.

Taken together, this review implies that the coach or experimentalist can, and perhaps should, modify constraints (i.e., in the task and/environment) during practice with the aim of increasing functional movement variability (and which may include their capabilities to explore in support of the overall task goal, (67)). In doing so, the learner may increase their capability to adapt and learn under new constraints, rather than optimize a technique according to some idealized standard (68).
Conclusions

We have developed the argument that increased movement variability at the within and between levels of action can help individuals maintain performance as conditions are modified. Functionality in striking actions involves a balance of developing speed in the end-effector with accurate timing of movements, including well timed joint stiffening, relative to the moment of impact. Different methods of striking, such as cross punches or side-kicks, afford the individual different ways of hitting a target, including in terms of different locations and also different trajectories (such a curved or straight, and which may be targeted at different or the same location). Furthermore, sensitivity to the information, at least in terms of interpersonal-target distance, for perceiving the boundaries within which techniques are effective also seems to be a capability of skilled individuals. When dealing with opponents, the ability to use multiple attack methods in randomized fashion can also help inhibit the opponent’s capacity to predict actions in advance. These predictions can be tested using experimental procedures similar to those reported in Hristovski et al. (9). Other predictions have also been developed, and include that individuals with greater functional movement variability, either at within or between technique levels, can adapt effectively to new constraints (unfamiliar task and environmental manipulations). We also argue that, during practice, interventions that increase functional movement variability may be beneficial, however, future research needs to address these questions experimentally.
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The use of power output in road cycling to optimize training and establish performance

Alejandro Javaloyes¹, José Manuel Sarabia¹ and Manuel Moya-Ramón¹

Introduction

Road cycling is an endurance sport characterized by a high volume at low and moderate intensities and specific moments of high intensity in both, training and racing situations (1). The duration of races is variable, from 4 km of a time-trial to more than 250 km of a road race. In addition, competitions range from one-day (e.g. Spring classics, World Championships) to three-week competitions (e.g. Tour of France). Intensity is dependent on several factors, such as tactics, type of stage and the cyclist’s role, making road cycling a sport that is stochastic in nature (2, 3). In road cycling, there are two types of stages: On the one hand, individual and team time-trial and on the other hand, mass-start races with flat, middle mountain and high mountain profile, according to distance riding uphill (1). Professional riders cycle around 35,000 km during training and races in a whole season with a range of 70 to 90 days of competition. Furthermore, there is a specialist for any type of race and with different functions inside a team. There are five rider types, each with their own anthropometric characteristics and physiological variables (4): flat terrain riders, uphill riders, all terrain riders, time-trial specialist and sprinters. Therefore, regardless their speciality, cyclists must be able to perform in a wide range of intensity and duration of efforts. Due to these characteristics, training and racing control is the main objective to achieve the best performance during the most part of the season. In recent years, there has been a huge development of power meters. These devices are fitted on the bike and allow to measure power output continuously during both, race and training. Power output is an external measure of the intensity of effort obtained from the force applied to the pedal, and the angular velocity with which this force is applied.

Performance in this type of sport is established by several factors: aerobic performance, anaerobic performance, and efficiency (5). Therefore, these factors regulate the response to training load and competi-
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tion in the cyclist. This book chapter focused on the aerobic performance and the ability of power output to monitor it. The two main parameters derived from the aerobic performance are maximal oxygen uptake ($V_{O_2}\text{max}$) and anaerobic thresholds (lactate or ventilatory threshold, LT or VT, respectively). In addition, methodologies to establish these parameters based on power output in both, laboratory and field situations are presented below.

**Optimizing training and racing through power output**

In the last decade, the use of power output to measure intensity in cycling has increased its popularity. This is because low-cost and high reliable power meters have begun to be commercialized (3). This fact allows most cyclists (professional or amateur) to be able to attach these devices on their bikes. Power output is a measure of external load, providing an intensity of effort instantly, in contrast to internal load measurements like heart rate (HR) (2), that represents a body’s response to the intensity (internal load). Although HR was the most used variable and considered the gold-standard parameter to control intensity in endurance sports during the past decade, there are many disadvantages derived from its use (6). For example, HR is modified by many external factors that are not related to training, such as environmental conditions, mood state, intake of certain substances like caffeine etc., and the ‘physiological lag’ inherent to HR.

However, power output presents difficulties in its analysis due to the variability presented by the power values. Due to this, having techniques that we can use to record and analyse is essential to interpret the data correctly, obtaining conclusions about the performance of cyclists from a single training or race to a full competition season. Furthermore, the analysis of power output during long periods is a tool that enables cycling teams to evaluate weaknesses and strengths of their cyclists and could be used to select the best cyclists for each type of race or competition.

**Mean Power Output**

The use of mean power output of a single session provides an average measurement of the effort. Although this reduction to a single number is attractive, the main problem of this variable is that road cycling is mainly a sport with a high variability in intensity, with long periods of low and moderate intensities and specific moments of high intensity (Figure 1). Two different training sessions with the same mean power
could have a different impact on the cyclist. For example, a continuous training session of one hour at 200 W session could have as a result the same mean power output as one hour performing bouts of one minute at 400 W and another minute of passive recovery (i.e. 0 W), both cases with a mean power of 200 W. However, the impact of each training session will be very different.

**Normalized Power Output**

To solve this problem and taking into account the facilities of using a single number, Allen and Coggan (7) proposed the use of normalized power output. Normalized power output is a fourth power-weighted 30-second moving average. The choice of 30-second windows is based on many physiological processes, like heart rate, which response is around this period of time (2, 7). During homogeneous training sessions, mean power output and normalized power output remain at the same or similar values but in training sessions with high variability in power output, normalized power output increases in function of time at the higher intensities (Figure 1). Nevertheless, normalized power output seems to overestimate the intensity of effort (8) and further research is needed to establish the usefulness of this metric.

**Variability of Power Output**

Due to the stochastic nature of cycling, a high variability in intensity, and consequently in power output is produced in road cycling. However, this variability is dependent on the type of race or training. For example, a flat 40 km Time-Trial could lead to a low variability in power output, but a high mountain stage, with long up and down hills, has large variability in power output. There are many procedures to evaluate variability in any type of signal, including power output in cycling. Exposure Variation Analysis (9) is a model that takes different efforts and their duration into account. This model has been adapted to cycling (10). Another easy option to evaluate variability in power output is the normalized power output: mean power output ratio, also called Variability Index (7). Values close to 1 indicate a low variability, on the other hand, the further away from 1 the greater the variability of power output (Figure 1).
Figure 1. Power output during two different type of training sessions: Continuous training session at a constant workload (Upper panel) and Intervallic training session with sets of high intensity followed by periods of recovery between sets (Lower panel).

Record Power Profile

Another option to visualize power data and its distribution is to organize it in maximal mean power in function of time. The Record Power Profile, proposed by Pinot and Grappe (11) is one of the best methods to establish the relationship Power Output-Time. Record Power Profile records best power outputs in different time intervals from 1 s to 4 h in both, absolute power output (W) and relative power output to body weight (W/kg) (Figure 2, upper panel). Record Power Profile was proposed for monitoring long periods and could be used to track changes in performance, for example an improvement in the power output in different duration of effort (figure 2, lower panel), to establish a cyclist’s characteristics and to detect possible weaknesses.
Methodologies to establish aerobic performance in cycling

Maximal Aerobic Capacity: Maximal Oxygen Uptake and Maximal Aerobic Power

Maximal oxygen uptake (VO$_{2\text{max}}$) is defined as the maximal capacity of an organism to extract and consume O$_2$ (Fernandez-Vaquero, 2008). VO$_{2\text{max}}$ has been considered one of the factors that determine performance in endurance sports. However, after 5 – 8 min at VO$_{2\text{max}}$ intensity there is a drop in systolic volume, an acceleration of fatigue, a reduction in the oxygen uptake and an increase in the anaerobic metabolism to produce energy (12). Therefore, during a 40 to 80 km Individual Time-Trial the intensity is around 75 - 85 % of VO$_{2\text{max}}$ while in shorter efforts (e.g. a 4 km Time-Trial) the intensity is closer to VO$_{2\text{max}}$. This fact does not invalidate the importance of VO$_{2\text{max}}$ in performance, considering that professional cyclists had a high value of this parameter and, for example, a three-week race is won by cyclists with high VO$_{2\text{max}}$ (~85 ml·kg$^{-1}$·min$^{-1}$).

Maximal aerobic power (MAP) is the power output obtained at the VO$_{2\text{max}}$ intensity. Likewise to VO$_{2\text{max}}$, MAP is a parameter that indicates...
the aerobic potential of athletes (13). There are several methods to establish MAP, both in laboratory and field conditions. The Graded Exercise Tests (GXT) is considered the gold-standard methodology for the determination of MAP. Typical increments in intensity range between 20 and 30 W with durations between 1 and 3 min (14). An example of a typical protocol with 25 W·min\(^{-1}\) increments is shown in Figure 3. However, the presence of different protocols in the scientific literature make the choice of selecting one or another difficult in their selection. These protocols have some limitations, for example, VO\(_{2\text{max}}\) and MAP values can fluctuate according to stage duration or power increments, (15, 16). Furthermore, the test is performed in laboratory conditions that are not “real” training or racing conditions.

![Figure 3. Power Output during a GXT](image)

Pinot and Grappe (17) proposed a method to assess MAP in field conditions based on an individual’s RPP. MAP is determined by modelling the aerobic metabolism from RPP with a linear PO-Log\(_t\) relationship between 5 min to 4 h (18). The first record power output included in a confident interval was taken as a MAP, and the sustained time of this power output was the time that this intensity can be sustained (17). This is a remarkable method to establish variables from the field because it does not require additional tests. Furthermore, it provides measures of power
output taken directly from the field (training and racing) with a high level of accuracy.

*Anaerobic threshold*

Although MAP is an important parameter to predict performance in cyclists, when we talk about training, the boundary of sustainable performance seems more important than MAP mainly because this “threshold” has the highest correlation with performance and is more sensitive to performance changes during the training period (19, 20). This boundary is a dividing line between heavy and very heavy exercise, in other words, separating sustainable from unsustainable constant exercise. However, numerous physiological “thresholds” exist in the literature for exercise prescription and training load quantification, each of them with their own name and method for determination. In this section, we try to present the most reliable and easy methods to identify this point in power for training. Other highly reliable and accurate methods exist (i.e., Maximal Lactate Steady State [MLSS]), but nevertheless they require multiple sessions to assess it (16).

First, we talk about the anaerobic threshold which can be calculated with a respiratory exchange during GXT, and is considered the gold-standard method to identify this boundary (16). It is important to know that a variety of techniques for detecting this point exist, and can receive different names (i.e., lactate threshold, second ventilatory threshold, respiratory compensation point, etc.), but all of them refer to the same theoretical point. Anaerobic threshold occurs at the point in which lactate is rapidly increasing with intensity and represents hyperventilation relative to the extra CO$_2$ that is being produced. The biggest problem with these methods was the cost of GXT, which needed expensive devices and a specialist to analyse the ventilatory data.

In the case of having no access to a GXT with respiratory exchange analyse, other types of test can help to identify this “threshold” so important to training. With a similar incremental protocol like in GXT or an incremental cadence protocol against a constant load (21), it is possible to obtain a heart rate deflection point (HRDP). This method only requires a heart rate monitor to record the cyclist’s HR during the incremental test. After that, with a simple visual (or more accurately, with a mathematical analysis) it is possible to identify the point in which the slope of the intensity-HR relationship decreased (Figure 4). However, the problem arises in cyclists without this HRDP. Many researchers have identified this point only in a portion of samples, as an example, Lucia, Hoyos
(22) reported the HRDP only in 56% of top-level cyclists and Jones and Doust (23) in 9 out of 15 well-trained male distance runners.

Figure 4. Detection of anaerobic threshold through the heart rate deflection point method (HRDP).

With the same mathematical or visual method and recent portable technology (i.e., Near Infrared Spectroscopy) it is possible to detect a deoxyhaemoglobin breakpoint in the evolution of this variable along the incremental test (24). This point is also related to anaerobic threshold (25). The popularity of Near Infrared is increasing among athletes because their size has been reduced, they have become wireless and they are becoming more accessible. In addition, these devices are compatible with most of the popular systems used to record training sessions, therefore making them easy to integrate for athletes.

Despite the reliability of these methodologies, all of them require complementary devices to assess anaerobic threshold and its associated power output. Because of that, methods which do not need more than a power meter are increasing their popularity. These methods are related to the ‘critical power’ concept which is defined as the asymptote of a curvilinear power-time relationship (Figure 5), in other words, it represents the power that can be theoretically maintained for a very long period (i.e., more than 30 min). Currently, there is controversy around this concept because some researchers have related this point with the anaerobic threshold while others indicate that they are close but are dif-
different boundaries (16). Nevertheless, as a practical application, Critical Power is being used satisfactorily as a point to differentiate heavy from very heavy exercise (24, 26). Concretely, the most used tests in the literature and in the field are the time-to-exhaustion trials (27) and a single 20 min time-trial (7, 28).

![Critical Power Model](image)

**Figure 5.** An example of the critical power model and their representation through three time-trials to exhaustion with different constant loads.

Regarding time-to-exhaustion trials for the determination of Critical Power, the cyclist needs to perform three to five constant-load trials to volitional exhaustion with a duration between 1 and 20 min (29), and a rest interval between each 30 min trial (20, 30). Mean power output of each trial will be used to perform a distribution for a curvilinear time-to-exhaustion relationship (Figure 5). Although this may sound very complicate to do, many of the software programs used to control the cycling training integrate the option to calculate the Critical Power indicating only the mean power output and duration of each trial. In single 20 min time-trials, also known as ‘functional threshold power test’, a term coined by Allen and Coggan (7), the mean power in this test was directly related to Critical Power and ventilatory threshold (20). Different recommendations are found between performing the test indoors or outdoors, and with or without a slope. Even though the previous multiple time-trial tests seem more reliable, a 20 min time-trial test is less fatiguing and easier to perform.
Practical applications and Conclusions

Road cycling is a sport with high metabolic demands in both, training and competition situations. Power meters have become one of the most used tools to measure the intensity of effort in professional cycling. Although there is a high amount of data available after finishing any recording, the analysis and interpretation of power output data allows a measure of the external load and could be used to track changes in fitness. The use of mean power output and normalized power combined with variability index allows a valid measure of the global impact or the training load. Furthermore, the RPP is a valid procedure to assess changes in fitness and performance and to establish intensity zones.

Aerobic performance plays a key role to achieve a good readiness-to-perform. Measuring VO\textsubscript{2}max and anaerobic threshold and their derived power output variables allow the measurement of changes in fitness and performance. Although GXT is considered the gold standard to measure aerobic performance, field tests provide performance measures in “real” cycling conditions that could help cyclists and coaches without access to a laboratory to optimize training and establish performance.
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Characteristics of open water lifesaving

J. Arturo Abraldes$^{1,2}$ and Ricardo J. Fernandes$^{3,4}$

Introduction

Lifesaving sport contains many disciplines that take place in swimming pool and open water. All these disciplines are born from the imitation of the rescues that lifeguards undertake while on duty in inland and/or open water environments. However, lifesavers reproduce the rescue sequences and demonstrate the domain of specific rescue materials not aiming to save the “victim” but to act in the fastest possible way (1,2). This characteristic of speed makes the sport interesting, challenging and exciting (3,4), but while in some countries it is popular (e.g. Spain and Australia), in some others it is unknown or not interesting to be exercised. This is the case even in other geographic areas close to rivers, lakes and seas.

Lifesaving in Europe is operated by the International Life Saving Federation of Europe (5), a member of the International Life Saving Federation (6). Its main institutional responsibility is the promotion and diffusion of water safety throughout the world. The regular participation in national and international competitive events promotes higher lifesaving experience and knowledge, particularly of its training process, structure and organization. This know-how is fundamental and allows the sport to develop its bases, to be established and spread. In addition, it assists its promotion at local level and to obtain a greater awareness and education allowing reducing the number of drowning accidents (7,8).

We consider very important to disseminate and reinforce the existing knowledge on lifesaving to promote it and increase the number of practitioners. Lifesaving is complex, with a relationship between the aquatic displacement techniques and the use of specific materials, allowing a greater control of the shore and aquatic environments. Complementarily, preventive habits instilled with its practice are as (or more) important
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as the rescue techniques, leading to the prevention of accidents and to a reduction in the number of rescues (4). In this sense, in addition to the sportive instruction of the practitioner, lifesaving aims enhancing the integral education of the individual, particularly regarding the respect and understanding of the dangers that exist in each aquatic environment.

Further to previously published work (e.g. 9,10), the aims of this chapter are: (i) to disclose lifesaving as a regulated sport with a specific competitive calendar; (ii) to identify the specific characteristics of the different lifesaving events carried out in natural spaces (at the beach); (iii) to propose a proper teaching model for the advancement of learning and the improvement of the sport techniques; and (iv) to summarize the latest findings of scholarly work that has been undertaken about lifesaving.

**Development**

Competitive lifesaving can take place at the swimming pool or on the beach, presenting diverse individual and team events in the juvenile (15-16 years), junior (17-18 years) and absolute (over 15 years) age groups (11). In addition, contrary to what many people might think that only professional lifeguards and/or adults are engaged in competition, there are also competitive events for younger individuals (just above seven years of age). These events for younger age groups have adapted distances, materials and technical elements (as described in Table 1).

<table>
<thead>
<tr>
<th>Table 1. Lifesaving open water competitive events by age group.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age groups (years old):</td>
</tr>
<tr>
<td><strong>Individual events</strong></td>
</tr>
<tr>
<td>Surf race</td>
</tr>
<tr>
<td>Board race</td>
</tr>
<tr>
<td>Surf ski race</td>
</tr>
<tr>
<td>Beach flags</td>
</tr>
<tr>
<td>Beach sprint</td>
</tr>
<tr>
<td>Run–swim–run</td>
</tr>
<tr>
<td>Ocean man/woman</td>
</tr>
<tr>
<td><strong>Team events</strong></td>
</tr>
<tr>
<td>Board rescue</td>
</tr>
<tr>
<td>Rescue tube rescue</td>
</tr>
<tr>
<td>Beach run relay</td>
</tr>
<tr>
<td>Ocean man/woman relay</td>
</tr>
<tr>
<td>Ocean man mixed</td>
</tr>
</tbody>
</table>
For a better understanding of this sport, there is a need to know the characteristics of the different competitive events (i.e., the disciplines), namely understanding its general rules (in which the events are described) and the specific organization procedures of each championship (e.g. how many series are there, how many swimmers can access the finals and how many points the winner can obtain). So, in Tables 2 and 3, it is described the standard international individual and team events for youth, junior and absolute age groups, highlighting the details that influence the final competitive outcomes (1,11-13).

**Table 2.** Brief description of the lifesaving all age-groups individual events carried out on natural spaces (adapted from 3,7).

**Surf race**

After the auditory signal, lifesavers enter the water, swim around the buoys clockwise, return to shore and end their path between the two green flags.

**Board race**

With three buoys in triangular position indicating the route, the lifesavers enter the water after the starting signal, paddling with the hands their board. They surpass the buoys clockwise, until arriving at the finish line in contact with the board.

**Surf ski race**

Three buoys in triangular position indicate the path that the lifesavers must follow. They are in-water holding the boat and, after the exit signal, rise and move on it, passing the buoys clockwise. They must cross the finish line on the boat.
Beach flags
Lifesavers are in lying prone position and some flags are placed 20 m apart (one less that the number of competitors). After the exit signal, each swimmer lifesaver tries to catch a flag located behind him. Those that do not get it are eliminated.

Beach sprint
The competition area is marked in 70-90 m lanes separated by coloured ropes. After the auditory signal, lifesavers must run in straight-line, barefoot and without help of any artificial material towards the finish line.

Run–swim–run
From the start line, competitors run 200 m, surround the flag and enter the water swimming around the buoys. Then, they return to the beach, turn on the flag and run 200 m towards the finish line.

Ocean man/woman
After the exit signal, swimmers’ lifesavers carry out the specified trajectories for the surf, board race and surf ski race events, finishing running on the sand until the finish line. The order of the segments is draw and decided beforehand.

In team competitions, in addition to individual efficiency, close attention should be given to the coordination and collaboration between team members, which will significantly affect the event outcome.
Table 3. Brief description of the lifesaving all age-groups team events carried out on natural spaces (adapted from 3,7).

**Board rescue**

At the starting signal, the first competitor swims until the corresponding buoy, indicating its arrival touching it with one hand and raising the other. His team-mate enters the water with the lifeline and approaches the colleague that will rise to the board and collaborate on the way back.

**Rescue tube rescue**

With four participants, at the starting signal, the first one swim until its corresponding buoy and raises one upper limb. The second one swim with fins and a rescue tube to the buoy attaching it to the colleague and towing him to shore. The other two lifesavers can assist in the extraction until the finish line.

**Beach run relay**

With four barefoot participants in each team, the first competitor at the end of his run gives the baton to the second, who must be in the changeover zone. He shall deliver the baton to the third and this one to the fourth, who will finish the event by passing the finish line.

**Ocean man/woman relay**

Each of the four participants will make a leg (surf, board race and ski surf race, by the order established in the draw) after being touched by the incoming team-mate. The fourth lifesaver ends the relay with a sprint on the beach until the finish line.
Ocean mixed

A path equivalent to two ocean man/woman races will be made by a team of three male and three female lifesavers. Each participant will take a leg after being touched by the previous and the last participant will end the relay with a sprint on the beach until the finish line.

Lifesaving classification

Of the various possible classifications for this sport, we use the one that considers the motor situations as systems whose components interrelate and generate a certain degree of uncertainty in the participants (14). This classification was previously used by others (see 15-17) and is based on the following assumptions (Figure 1): (i) “C” refers to the existence of teammates and, consequently, to the need for motor collaboration relationships; (ii) “A” refers to the existence of adversaries and the relationship of motor opposition; and (iii) “I” refers to the fact that the environment where the sport occurs offers uncertainty, i.e., if the sport context provides relevant information that implies adaptation by the practitioner or if it is closed and normalized.

The three above mentioned criteria, combined binary and underlined (just in case that one, two or three elements are absent), lead to the establishment of eight distinct categories arranged in tree shape, in which lifesaving is situated (18). Thus, depending on the presence/absence of one, two or three of these elements, it will be defined the category in which the sport in question is placed (when one of the three elements is missing, the corresponding letter is highlighted; Figure 1). After observing the general social and psychomotor characteristics of lifesaving, and understanding the motor actions of each, it will be possible to dispose of a rigorous base to propose motor games, exercises and/or tasks that fit each group of events and what they require.
According to the above-mentioned criteria, only the beach sprint event would have the psychomotor profile (Figure 2), in which the relationship with the other lifesavers is not relevant. This is a typical case of a psychological non-motor interaction, in which the opponent does not interfere with (or influence) the motor actions of the other participants. Here, there are situations of co-motricity, existing an action in the presence of others but without a body or instrumental interaction (18), allowing the lifesaver to see the actions of his opponent that can serve as an emotional stimulus. In these events there are not colleagues and opponents within a stable physical environment and, because they cannot leave their respective lanes where exercise is performed, each competitor does not have the collaboration of teammate(s), nor opposition, hindering or interactions of opponents.

No doubt that the beach flags event is more complex from a strategic point of view, since members of the same team can compete in the same race. Therefore, “CAI” gives a new classification of lifesaving (Figure 3), making essential the collaboration with peers and the clear interaction with opponents (occurring in a stable and non-changeable environment). The existence of interactions with colleagues requires a well-established preparation of the event, since there will be moments that one, two or three lifesavers of the same club are running simultaneously and should cooperate to obtain benefits to the team. This is, without a doubt, an event with multiple strategic possibilities (that can be established before and during the race). According to the lifesaving rules, the competitor cannot grasp or push the opponents, but it is possible to use the body positioning before the flag collection, which makes evident the “opposition” nature of the event.

**Figure 1.** Tree diagram representing the eight categories and corresponding classification criteria of sport events (adapted from 18).

**Figure 2.** Representation of the beach sprint event in lifesaving (adapted from 17).
When other open water individual events (surf race, boar race, surf ski race, run-swim-run and ocean man/woman) are analysed, it is observed no essential communicative interaction, i.e., there is no collaboration (although the presence of adversaries that can influence the course of the event; cf. Figure 4). It is also evident the high uncertainty of the sea, plagued by currents and waves (depending on the place on the event occurs) determining the lifesavers’ actions. The improbability of the sea requires a large environment deciphering because, although it is not a completely unknown environment as it is partially signalised (e.g. as a river descent), the lifesaver needs to interpret the signals and adapts his motor actions. In fact, despite being partially signalized, there are no lanes delimiting the right course, evidencing its socio-motor characteristics. All these imply that participants make their decisions depending on the environment and the opponents, having automatized their cyclic propelling movements (with or without materials) but, simultaneously, needing to adapt to the opponents’ actions.

All team events present the three exponential branch (Figure 1) that ends within the socio-motor situations, even if they occur in a space divided by lanes and without opponents’ relevant interactions (e.g. beach run relay). In this event, “CAI” shows a cooperative type interaction with other participants, namely during the moment of the touch when giving the baton (Figure 5), i.e., it requires evident cooperation in-between team components. Despite being conducted in open water and on the sand, this is a closed event since the paths are specifically delimited and the competitive space is well established. Without a doubt, it is a rather disputed competition, with more emphasis on the physical conditioning than on tactics.

The board rescue, rescue tube rescue, ocean man/woman and ocean mixed events are much more complex, with interactions with peers and
opponents, within an unstable environment such as the sea (Figure 6). These “ingredients” evidences their high complexity, with actions of all kinds and well-coordinated cooperation, where team training is decisive. They are highly complex events in terms of motricity, i.e., competitions in which lifesavers should decipher the opponent actions that might have strategic significance, need to interpret the sea fluctuating information, as well as to adapt themselves to the other participants’ actions.

Figure 5. Representation of the beach run relay event (adapted from 17).

Figure 6. Representation of the other team events (adapted from 17).

The different lifesaving events present five different branches in the exponential tree diagram, indicating a great motor and situational complexity. In that diagram it is possible to observe that four “CAI” groups of events end in socio-motor situations. Thus, lifesaving is considered a sport of great socio-motor character, contrary to what common sense could tell. The fundamental motor actions technical aspect in all events (which would not agree with the greater tactical aspect of the socio-motor practices in general) should not be considered an error, but as the consequence of the variety of its fundamental characteristics, a very rare feature in most sports. Therefore, lifesavers must master those aspects that relate to psychomotor situations, with characteristics such as (18): (i) a tendency to motor stereotype; (ii) a pre-programed behaviour and anticipation; (iii) predominantly proprioceptive regulation; (iv) omission of motor decoding; (v) intense training; and (vi) competitive results. However, the large number of branches and socio-motor events in which it could be found performance relevant aspects should not be unconsidered, such as: (i) the high importance of the prior strategy and strategic decision of the player and (ii) the training of key moments at the time of collaborate with colleagues effectively.
Analysis of sports initiation and high-performance participation

Sport initiation begins when the individual has a basic and general enrolment with the overall set of activities, being included on a learning process aiming to acquiring a practical (and conceptual) contents domain (19-21). This teaching process is of special importance to the learning success and contrasts with the typical focus on the result that coaches usually privilege.

A detailed analysis of sport initiation specifically focusing on lifesaving is already available (cf. 1,3,9), in which the topics sport initiation, training context, reasons for selecting this sport and the context in which the lifesaver is inserted are well described. The analysis of these items shows similar data for the two lifesaving modalities (swimming pool and open water events), particularly regarding the fact that lifesavers engage in this sport at the age of 12 (with a decrease tendency in the last years due to the growing number of participants in lower age-groups; 15).

Participants usually begin their competitive participation in swimming pool conditions rather than in open water events, with conventional swimming skills as the basis for the posterior development of specific rescue techniques. In the most cases, lifesavers keep practicing two sports (lifesaving and swimming) during the training season, with their training processes improving in quality with the increasing number of coaches with higher education in sports science, as well as with better quality specific material resources. The fact that they train, at least, four to five workouts per week, combining water and dry land exercises, is leading to significant performances improvement with numerous records in the last decade.

The main motivation for lifesaving practice is intrinsic, mainly supported in the enjoyment for the activity (22). This leads to a strong engagement on the sport since the lifesavers that have initiated practice in yearly ages are still involved and competing in absolute or masters categories. This is also reinforced by extrinsic factors, particularly by the pleasure to achieve success in an ample number of events and competitions, and by the environment around the lifesaver. In fact, family and coaches are the lifesavers main supporters (23) as their parents are also engaged in sport practice (in general) and coaches are also involved with lifesaving practice.

Analysis of technical elements

In the following points it will be described, in the order that they are used in competition, the technical elements included in open wa-
ter lifesaving events (1,2,7,24): (i) running, which relates to the different displacements of the lifesaver along the beach soft or hard sands (drier and wetter, respectively) to reach the water or as a part of the event (e.g. beach flags, beach run relay or run-swim-run); (ii) water entry, which reflects to the moment of water entering in contact with the material later used during the event or without it (in those events that material is not needed); (iii) swimming approach, i.e., the propelling techniques for moving in-water between the points previously defined, depending directly on the event characteristics, specific rules and lifesavers physical conditioning; (iv) swimming approach with and aid, regarding to the lifesaver in-water movement mounted on a specific material (according to the event rules), never loading or pulling it; (v) placing material, referring to the placement of different material by the lifesaver to itself during the event (not beforehand);

Other open water lifesaving events technical elements are: (vi) placing material to the “victim”, related to the placement of different material by the lifesaver to a “drowning” partner (according to the event rules) that will later be used to tow and continue or end the event (the “victim” can grab the rescue aid and assist in the towing); (vii) towing, referring to the transportation of a colleague through the water, always with the airways above the surface so the “victim” can breathe (the direct towing is done with body to body contact and without material, with the indirect technique requiring the use of material); (viii) moving on the material, by transporting the “victim” on lifesaving specific material, who can help with upper and/or lower limbs actions to make the course as fast as possible; (ix) visual signalling, i.e., visually perceiving a specific teammate gesture authorizing the beginning of the following lifesaver action; (x) coordination with the partner, referring to the collaboration of two or more lifesavers of the same team with the intention of correctly executing different event actions aiming for a better final result; and (xi) water extraction, related to one or more lifesavers action when extracting a “victim” from the water to a firm and safe place (the beach sand).

Some technical elements are used in most of the events (evidencing its importance), while others only in one (with lower transference to the professional lifeguards’ activities; Table 5). To begin practicing this sport, a great variety of technical aspects should be taught. In fact, even if not performed perfectly, it is very important to have a substantive variety of actions, leading to a future better control of the overall lifesaving techniques.
Table 5. Motor actions present in open water lifesaving events (adapted from 7).

<table>
<thead>
<tr>
<th>Events</th>
<th>Surf race</th>
<th>Board race</th>
<th>Surf ski race</th>
<th>Beach flags</th>
<th>Beach sprint</th>
<th>Run-swim-run</th>
<th>Ocean</th>
<th>Board rescue</th>
<th>Rescue tube</th>
<th>Rescue run relay</th>
<th>Beach run relay</th>
<th>Ocean relay</th>
<th>Ocean mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Running</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Water entry</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Water entry with material</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Swimming approach</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Swim approach material</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Placing material on itself</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Placing material on victim</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Towing (indirect)</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Moving on the material</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Visual signalling</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Coordination with partner</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Water extraction</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
</tbody>
</table>

In addition, the use of materials in the different lifesaving events evidences a high complexity comparatively, for example, to conventional swimming (Table 6). This forces the lifesaver to dominate specific material, overcoming him aiming for greater performance effectiveness.

Table 6. Materials used in open water lifesaving events (adapted from 7).

<table>
<thead>
<tr>
<th>Events</th>
<th>Surf race</th>
<th>Board race</th>
<th>Surf ski race</th>
<th>Beach flags</th>
<th>Beach sprint</th>
<th>Run-swim-run</th>
<th>Ocean</th>
<th>Board rescue</th>
<th>Rescue tube</th>
<th>Rescue run relay</th>
<th>Beach run relay</th>
<th>Ocean relay</th>
<th>Ocean mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fins</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Rescue tube</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Rescue board</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Ski</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Baton</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Signalling ropes</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Signalling flags</td>
<td>· ·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
<tr>
<td>Signalling buoys</td>
<td>· ·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td></td>
</tr>
</tbody>
</table>
Some specific materials differ accordingly to the distinct competitive levels, while others have the same characteristics regardless the age groups in competition. For example, the rule regarding fins area allows a maximum of 30 x 65 cm in width and length for all categories, but these dimensions imply a greater effort for the young lifesavers comparing to adults, influencing their normal physical development (24). This is the reason why some authors propose some material adaptations for the younger age categories, like the use of smaller fins (24,25), respecting their growing and maturation process.

**Bioenergetical analysis**

Open water lifesaving events do not have any defined standard times or records since the sea, sand and wind conditions are extremely variable. Moreover, there is a mix of exercise modes in some events (e.g. running, swimming and towing) and others include significant exercise rhythm changes. Thus, it is very hard to well define which are the main energy systems supporting the different lifesaving events. In addition, the environmental conditions turn very hard the use of laboratorial instrumentation, not allowing the variables that are typically used to assess aerobic and anaerobic energy contributions, as the oxygen uptake and blood lactate concentrations to be measured well (cf. 26). There are some pioneering studies attempting to classify some parts of lifesaving sport events based on their bioenergetical demands (e.g. 27), but they suffer serious limitations or are insufficient, and thus they do not describe the total course of the event.

Notwithstanding these limitations, it is possible to state that, due to evident duration variability of the lifesaving events (from few seconds to several minutes), all the energy pathways are relevant for lifesaving. However, in the short-term future, the bioenergetical characterization of each event should be done to observe the aerobic and anaerobic (lactic and alactic) contributions. Following the literature (28-31) we hypothesized that: (i) the ATP-CP contribution during short and explosive courses lasting between ~5 - 15 s (e.g. beach flags and sprint events) will be the most determinant; (ii) the anaerobic energy from the glycolysis would be fundamental in events lasting between 1 - 2 min (e.g. board rescue and rescue with tube rescue); (iii) the maximal oxygen uptake would significantly determine performance on events taking about 4 - 8 min to end (e.g. surf and board races); and (iv) the anaerobic threshold (the gold standard indicator of the aerobic capacity development) would be fundamental at events of 20 - 40 min duration (as the ocean man/woman).
As the energy for the lifesavers muscular work comes from both aerobic and anaerobic sources, it is important to emphasize that their training process should, mainly during the specific preparation stage of the preparatory period and the competitive period, focus on the bioenergetical zones that mimic those requested in competition. Considering most of the durations in the various lifesaving events, it seems obvious that the importance of the aerobic component, although never negligible (cf. 32), should be secondarily related to the development of the anaerobic energetic pathway (both in its lactic and ATP-CP components).

Thus, the development of the anaerobic (or glycolytic) power and anaerobic capacity (also known as lactic tolerance) implies the development of (33): (i) the enzymatic activity responsible for the degradation of glycogen to lactic acid and (ii) the muscular capacity to continue exercising in adverse physiological and cellular environments (due to metabolic acidosis), and the increase in muscle reserves of glycogen. Other training areas should also be developed, namely those that are adjacent to those mentioned above, particularly the aerobic power (aiming developing oxidative energy processing for muscular work) and speed (aiming potentiating the phosphagen use and the neuromotor domain).

Training exercises focusing on aerobic capacity development, both for raising the exercise intensity corresponding to the anaerobic threshold, as well as to increase the effectiveness of the recovery process, should also be implemented but mainly at lower ages and sports levels, as well as at the general preparation stage of the preparatory period.

**The lifesavers biotype**

Several studies indicate the existence of different physical biotypes regarding the type of exercise performed (e.g. 34) and, even, the specific position per sport (35,36). This kind of easy-to-conduct studies is essential to better know the body characteristics of the participants, and even to detect sports talents in the initial stages of practice. Obviously, lifesaving characteristics imply a specific biotype in accordance with the competitive requirements. The first study in this field, although using a rather heterogeneous sample and including subjects engaged in unsystematic training process, indicated that lifesavers have a high percentage of body fat and, therefore, a lower percentage of lean mass (37). Subsequently, it was verified that the meso-endomorphy was the predominant somatotype category in all lifesaving competitive age groups (38-40).

A more recent study analysed lifesavers according to their competi-
tive specialty and verified the existence of balanced mesomorph and meso-endomorphic somatotypes for men and women swimming pool experts, respectively (41). It also observed relevant anthropometric differences between open water and swimming pool specialists. More precisely, it was found that: (i) open water females are leaner and have lower bi-acromial and bi-iliocystal perimeters; and (ii) open water males display lower weight, height, body mass and percentage of muscle mass, which may be more adequate to the techniques used when moving on the board and ski. However, most studies highlight the lifesavers low level of specialization, indicating that their main differences are related to strength related parameters (42). Figure 7 shows the somatotypes for male and females lifesavers.

**Figure 7.** Somatochart representing lifesavers somatotypes as it is described in the specialized literature: male vs female lifesavers in lifesaving events in general and only for open water events (left and right panels, respectively).

**Conclusion**

The long-time duration of the training process (no matter the sport analysed) and the high level of competences it requires, determine that coaches should well-know how to focus on the essentials of sportive preparation. Speaking about sports in general, and in lifesaving, this should be done by responding directly to each lifesaver needs and in the most incisive, pragmatic and consequent way possible. We hope that this text can help those involved in the sport promoting the evolution of lifesavers both in quantitative terms (augmenting the number of people engaged on its practice), as well as regarding the quality of the future results.
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The importance of perceptual-cognitive skills in water polo players
Filipe Casanova¹,², Fernando Tavares¹,², Sofia Canossa¹, Maickel Bach Padilha¹,² and Ricardo J. Fernandes¹,³

Introduction
Research on sport expertise is a fruitful domain to explore the validity of models developed in other fields. This provides a rich source of empirical evidence on the true potential of human achievement, reason why it has been defined as the ability to consistently demonstrate superior athletic performance (1, 2, 3). This research area points out that many elements of the perceptual-cognitive skills, decision-making and motor skill execution strongly influence sport performance, especially in tasks in which individuals are required to perform under strict temporal and spatial constraints (e.g. 4, 5, 6).

During invasion team sports, players need the ability to “read” the opponents intentions and perform correct techniques (e.g. to overcome opponents and score goals) aiming to achieve game purposes and win the match. Although water polo is a team sport, little empirical attention has been employed by researchers (7, 8, 9), probably because it is played in the water environment, non-using the habitual bipedal human references. Thus, studying water polo players decisions may contribute for a better understanding of their expertise, especially the mechanisms underpinning the decision-making and perceptual-cognitive skills. Differences on superior athletic performance between elite and non-elite players are typically apparent through observation, but the underlying perceptual and cognitive processes contributing to an advantage in anticipatory behavior are less evident.

Perceptual-cognitive skills refers to the ability to identify and acquire environmental information for integration with existing knowledge such that appropriate responses can be selected and executed (10). Therefore, the process of selective attention and the need to invoke a detailed
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role for knowledge structures stored in memory are considered essential to help guide the search for (and effective processing of) task specific information. Helping to contextualize the purpose of perceptual-cognitive research, a simple information-processing illustration model involving the main components in anticipation and decision-making is proposed (Figure 1; 11).

Figure 1. Brief information-processing based model of sport anticipation and decision-making skill (adapted from Williams & Ward, 2007).

Knowing the underpinning factors of elite sport performers’ enhancement can help highlighting the key determinants of an effective practice, its instruction and social support networks required to performance facilitation and learning in other domains. Elite players pertinently select and accurately interpret environmental cues (i.e. perceptual component) that, combined with their faster selection of an appropriate response (i.e. decision component), allow performing a smoother and more efficient movement (i.e. motor component). Furthermore, players skilled at decision-making depend on elaborate perceptual and cognitive skills to effectively interpret complex information and formulate an appropriate action plan (12). These findings confirm previous studies in which it is stated that a distinguishing feature of experts is their adeptness on both “knowing what to do” and “doing it”, while less skilled athletes may achieve some success degree with one or the other mentioned capabilities, unable to “link” both (13, 14).
Situational or strategic sports require players’ fast and accurate decisions in a complex and variable environment (15, 8). These decisions occur upon information coming from different sources (e.g. ball, teammates and opponents) and space (near and far), with decision-making process occurring under pressure with opponents restricting the time and space available. In this context, the interaction dynamics between athlete and sport environment are based on the presupposition of stimulus reception from which the player emits an answer (i.e. action-reaction). Thus, players should focus their attention on the most crucial and relevant information sources to carry out their performances efficiently and successfully (16, 17).

**Expert perceptual-cognitive skills**

With the premise of being essential for effective anticipation and decision-making processes in sports, some researchers have highlighted superiority of skilled performers over less skilled and novice players when examined a number of perceptual-cognitive skills separately. These skills include advance visual cue utilization, pattern recall and recognition, visual search behavior and the knowledge of situational probabilities. In lay terms, it is often referred to as “game intelligence” (18).

**Advance visual cue utilization**

Advance visual cue use refers to a player’s ability to predict accurately, based upon opponent’s posture and bodily orientation, previously to a key event (19, 20). This perceptual skill is also being considered as the key factor of fast-ball sports performance because players need to perceive relevant sources under time-constrains faced throughout the game (21). On this matter, a research was conducted where experienced and inexperienced players were required to observe near “life-size” filmed sequences of five different players taking penalty kicks during preparatory stance, approach run and kicking (22). The requirement was to indicate which of the four corners of the goal the ball was to be directed, prior to temporal occlusion. Results showed that experienced players exhibited better performance only under the shortest durations (that is, pre-event or pre-contact occlusion conditions), which is in agreement with other studies results (e.g. 23, 24).

Only few researchers have attempted to identify the underlying mechanisms or even the specific perceptual information supporting the identification process that guides skillful action. This issue is usually addressed by combining the temporal occlusion approach with spa-
tial occlusion, eye movement registration and verbal report techniques (e.g. 21, 5). In the event occlusion approach, the presumption is that if there is a decrement in performance on the trial when a cue is occluded compared to a full vision control condition, then the importance of the occluded source of information is highlighted. However, such systematic programs of research and attempts to cross-validate findings, and to extend knowledge by combining different measures, are rare in the literature.

Although this argument could not be considered, researchers have recently argued that performers are more likely to extract global motion-related information from an opponent’s postural orientation than a specific information cue. The suggestion is that skilled performers use the relative motion between joints and/or limbs to guide successful performance rather than a specific cue(s) (25), which requires researchers to convert players action video images into point-light displays. These displays capture the major joint centers of body motion, which are then displayed as light points against a black background. The aim of using this technique is to remove background and contextual information presenting movement in its simplest terms (26). Moreover, contemporary methods of creating point-light (or stick figure) images using optoelectronic motion capture systems rather than video provides significant advantages in this regard (cf. 27, 28, 29).

Several researchers have suggested that: (i) both novice and skilled tennis players, for example, are leaned to change their used information when moving from normal to point-light conditions, but skilled players are much less affected than are their counterparts (30); (ii) when executing a technical skill, such as controlling a ball, the best skilled players are able to use several potential sources of sensory information (e.g. vision and proprioception) in an interchangeable manner to facilitate effective performance (31); (iii) it is possible that in certain situations skilled performers may decide not to use these cues during matches due the possible energetic cost associated with anticipation may result in performers adopting a ‘wait-and-see’ approach (32). Particularly in water polo, the effects of fatigue on decision making and players shooting skill have been studied by using film-based “temporal occlusion paradigm”, during goal shooting skill test (8). Results showed that decision-making accuracy was superior under very high exertion conditions than lower exertion except for rest.
**Pattern recall and recognition**

Researchers have made extensive use of the recall paradigm to assess experts’ cognitive advantage degree over lesser skilled performers. The recall paradigm comprises both static and dynamic images, portraying either a structured or unstructured task-specific display where the participant is required to recall the location of each player (33). Performance is then ascertained as the level of agreement between priori-identified features in the actual display (e.g. player positions) and the participant’s recall of those features (34).

Another methodological approach termed recognition has been used to identify players’ ability to recognize whether participants have previously viewed the action sequences in an earlier viewing phase. Participants’ task is to quickly and accurately indicate those clips that they have or have not seen before. The literature reported that experienced players recognized previously viewed structured video clips more accurately and, consequently, were able to perceive an evolving play pattern much earlier in its development than their less experienced counterparts (35). Once again, skilled players demonstrated superior recognition skill when compared with their counterparts (34, 36, 37). If players can encode specific information to a deeper and more conceptual level, they can anticipate their opponents’ intentions and plan ahead as to the most appropriate course of action.

Currently, researchers are attempting to identify the underlying mechanisms that differentiate skilled from less skilled participants. Using point-light displays, it was possible to show that skilled players maintain their superiority over less skilled players in pattern recognition performance even when players are presented as moving dots of light against a black background (6). This finding suggests that skilled players are more attuned than their counterparts to the relative motions between players and/or the higher-order relational information conveyed by such motions.

**Visual search behavior**

Visual search strategy is defined as the ability to pick up advanced visual cues or to identify playing patterns (19, 38). Eyes search the display or scene attempting to extract main pertinent information guiding the performers’ action so that appropriate visual attention allocation precedes and determines effective motor behavior. An eye movement registration system has been used to assess visual search behavior by recording a performer’s eye movements and interspersed fixations (cf.
Each fixation length is presumed to represent a cognitive processing degree, whereas the point-of-gaze is assumed to be representative of the most pertinent cues extracted from the environment, facilitating the decision-making process (this index is obtained by the number of visual fixations during a given period).

However, it is noticed that corresponding movements of $\leq 5^\circ$ are often considered noise and statistically removed from fixation duration calculation, which typically ranges from 150 up to 600 ms (39). Researchers have recorded short (100 ms) and long fixations (1.500 ms) with corresponding movements of $\leq 1^\circ$ (40). Eye movements between successive fixations, known as saccades, are believed to suppress information processing. Main research findings suggest that experts focus their gaze on more information areas of the display compared to novices, enabling them to more effectively anticipate action requirements (cf. 40, 42).

One of the earliest studies to examine the importance of visual behavior (43, 44), investigated expert and novice soccer players search patterns faced with offensive simulations requiring tactical decision-making (e.g. microstate situations – 3 vs 3, 4 vs 4 – and “set-play” conditions – free-kicks). Findings lead to the following important considerations, namely: expert players have faster movement initiation, ball-contact and total response times, and are more accurate in their decisions, as well as expert players’ better performance is attributed to an enhanced ability to recognize structure and redundancy within the display, resulting in more efficient use of available search time (this was supported by eye-movement data that showed expert visual search patterns to be economical, with fewer fixations of longer duration on selected areas of the display).

Moreover, experts are more interested in the position of the “sweeper” and any potential areas of “free” space, whereas novice players search information from less sophisticated sources such as other attackers, the goal and the ball. Some of these results were corroborated by other authors (cf. 40, 45) and even when athletes’ visual behavior is constrained by several factors (such as task nature, performers’ physical and emotional levels and the environment) experts scan the display more effectively and efficiently than their counterparts (16, 46, 42).

Maintaining gaze for an extended period of time (the so-called quiet eye period) might be the key factor in self-paced tasks where the accuracy of aiming is important. Specifically, the quiet eye period represents the elapsed time between the last visual fixation on a target and motor response initiation (47), being explored in archery (48), soccer, (49) and hockey (50). Nevertheless, despite some advantages recognizing its use
on sport performance, some restrictions were pointed out when it aims
dynamic situations (cf. 51), as the requirement to maintain an extended
quiet-eye period prior to response initiation (which is likely to interact
with the need to monitor the positions and movements of teammates
and opponents) and to execute the required action prior to being chal-
lenged by an opponent (52).

So, there is an evidence suggesting that sport performers often use
peripheral and central vision to extract relevant information from the
display. Several researchers have noted that experts are more inclined
to fixate gaze centrally in an attempt to pick up an opponent’s relative
motion profile using peripheral vision (23). Moreover, experts are able to
anticipate an opponent’s intended shot direction by fixating on relative-
ly deterministic and proximal postural cues (such as trunk/hip rotation)
before using more distal cues (e.g. racket; 6).

Knowledge of situational probabilities
This perceptual-cognitive skill has been defined as expert perform-
ers ability to extract meaningful contextual information from the event
outcomes, where scientific evidence suggested that experts are more ac-
curate to create expectations than novices on probable event to occur in
any given scenario (53). Situational probabilities importance and their
relationship with decision-making behavior in squash, tennis, badmin-
ton and racquetball were already examined (54, 55). In which, the results
showed that players evaluated the possible event occurrences and then
they used this information to maximize subsequent behavior efficiency.
Players’ initial anticipatory movements were guided by their expecta-
tions, with subsequent corrective or confirmatory movements being
performed based on current information or contextual cues.

Moreover, Ward and Williams (56) tried to investigate elite and sub-
elite players’ requirements to predict and rank the “best passing options”
available to a player in ball possession. The results founded suggest that
elite players were better than their sub-elite counterparts at identifying
players in the best position to receive the ball, and more accurate in as-
signing an appropriate probability to players in threatening and non-
threatening positions. Skilled players were also better at hedging their
bets, judiciously determining the importance of each potential option
presented, effectively priming the search for new information and ensu-
ring that the most pertinent contextual information was extracted from
each area of the display (56).

In an attempt to clarify event probabilities in sports domain, task
specificity and participant skill level, Williams (19) suggested (i) general event probability, that refers to the likelihood that opponents will typically act in a certain way given the context in question, such as the typical center-backs options when in ball possession in the middle of the field of play, the typical drive-in offensive style or the center forward play offensive predominance; and (ii) specific probabilities relate to opponents’ tendencies knowledge, for example, a particular player may systematically attempt to finish offensive plays through 5m shooting action or a given center forward may always seek the back-hand shot when receiving the ball (57).

Conclusions
Although there is substantial work in the field of expertise (as previously reported), it would be of interest in future research: (i) to clarify the importance of mechanisms underlying perceptual-cognitive expertise in water polo players; (ii) to highlight the influence imposed by several constraints on the expert’s performance in a near or realistic context; and (iii) to integrate simultaneously in the same research different measures of the perceptual-cognitive skills, constraints imposed by the task, the environment and the individual characteristics of the performer.
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